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ABSTRACT

Accurate parameterization of cloud and precipitation microphlgrocesses
is critically important in simulation and prediction of severe cotive storms,
including supercell storms and their associated circulations. Théay 1999
Oklahoma tornado outbreak was characterized by several disumedeit supercells
in relatively close spatial and temporal proximity, which in gehefisplayed
relatively weak and small cold pools. In this work, a sophisticateli-moment
bulk microphysics parameterization scheme capable of predictmgo three
moments of the drop or particle size distribution (PSD) for séJuid and ice
hydrometeor species is evaluated and compared with traditionde-siognent
schemes through numerical simulations of the 3 May 1999 event.

First, idealized simulations of this outbreak are conducted at hcalzgmd
spacings from 1 km down to 250 m, using a sounding extracted from-dataal
simulation at 3 km grid spacing. The impacts of microphysicsotth ool strength
and structure and on the overall reflectivity structure of the simadlstorms are
analyzed. It is shown through microphysics budget and trajectolysasawithin the
low level downdraft regions that the multi-moment scheme has $augrartant
advantages which lead to a much more realistic weaker and swe@ltiepool and
better reflectivity structure particularly in the forwaflank region of the simulated
supercells. Specifically, the improved treatment of evaporation and mekiogsges
and their effects on the predicted rain and hail PSDs by the-mmutbent scheme
helps to control the cold bias often found in simulations using typisglesmoment

schemes. The multi-moment results are more consistent with othserve
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thermodynamic conditions within the cold pools of the discrete sufseafethe 3
May 1999 outbreak.

Real-data simulations of this event down to 100 m horizontal resolaten
performed, with an emphasis on the prediction of the Moore, Oklah&marirado
produced by one of the supercells. The performance of the ntiemt
microphysics scheme is tested and several issues are disdansselation to the
thermodynamic properties of the rear-flank downdrafts of the stommich includes
the tendency for the single-moment schemes to produce large tampeaad
moisture deficits in the rear-flank downdraft/hook echo region of stioem, as
opposed to much smaller temperature and moisture deficits (and in Gasas
temperature excesses) seen in the multi-moment runs, whichmacd more
consistent with mobile mesonet observations. The multi-moment siom#also in
general produce a better prediction of the tornado track and igtémesit the single-
moment simulations; reasons for these differences are uncoveradhhranalyses of
the thermodynamic fields, terms in the vertical momentum exuaind differences
in the PSDs of rain and hail in the RFD/hook echo region of the sedutiorms.
The multi-moment simulations produce overall larger particle derméor both rain
and hail in the hook echo region, and have significantly less negativarmyom the
near-tornado surface air, which is found to enhance tornadogenesigasviibe
strong negative buoyancy in the single-moment runs tends to suppress
tornadogenesis.  Finally, broader implications for numerical supet@amado

simulation and prediction are also discussed.
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Chapter 1 General Introduction
1.1 Background and Motivation

Numerical simulation has historically been an important tookamening the
dynamics of supercell thunderstorms, successfully reproducingxghaireng many
features and behaviors. Supercell thunderstorms are those thundetkadroz be
characterized by a “deep, persistent mesocyclone” (DoswelBargess 1993), and
they are responsible for a wide range of severe weather (@itenrring
simultaneously in the same storm), including damaging surface wangg halil,
lightning, flooding rains, and significant tornadoes. Early findingsl (@nfirmation
of theory and observations) from simulations of supercell behavioudacthe
development of mid-level updraft rotation due to tilting of environmedmbaizontal
vorticity into the vertical (Klemp and Wilhelmson 1978a), the phenomenon of
splitting cells (Klemp and Wilhelmson 1978b; Wilhelmson and Klemp 1978;
Schlesinger 1980; Wilhelmson and Klemp 1981), and the development of low-level
rotation potentially associated with tornadogenesis (Klemp and Rotunno. 1983)
Other studies examined portions of the parameter space assodgifitatorm types
in regards to environmental shear and buoyancy (Weisman and Klemp1B&32;
in which supercells were found to dominate in environments of high CABBra
high environmental wind shear. Adlerman et al. (1999) explored theplezon of
cyclic mesocyclogenesis, and later studies examined the timpa@rying model
resolution and physical and model-based parameters on the timing@uotioa of

this process (Adlerman and Droegemeier 2002; 2005).



One of the long-standing challenges in successful numericallation and
prediction of supercells has been the parameterization of cloud acipitpteon
microphysics (MP), which is the particular focus of this studylost numerical
studies of supercells have relied on bulk MP parameterizationsaftex BMP, or
simply “scheme”), in which a certain functional form for the mdetior drop size
distribution (PSD or DSD) of one or more categories of cloud and hydeam
species is prescribed. Many numerical modeling studies of slisenave focused
on the impact of systematically varying microphysical patans of a single-moment
(SM) microphysics scheme (Johnson et al. 1993; Gilmore et al. XQU%xeafter
GSRO04a,b; Cohen and McCaul 2006; Snook and Xue 2006; 2008). These studies
have shown that simulated storm properties, including precipitationsityteand
amount, propagation speed and direction, general storm morphology, and cold pool
size and intensity, are very sensitive to the choices of theameters. Such marked
sensitivity to the microphysical parameterization has importmplications for
numerical prediction of supercells, impacts the interpretation iof prumerical
studies of supercells, as well as fundamental understanding ok¢dbaicks of
microphysical processes on supercell dynamics. Thus, this apphliciency in
many current microphysics parameterizations is a primarwatiotg factor for this
study.

Gilmore and Wicker (1998) showed in their idealized numerical superce
simulations that large and strong cold pools were produced as aakesull-level
dry air reaching the surface in the downdrafts, and that thetdeeair, the stronger

the cold pools tended to be, due to enhanced evaporation potential; this is one



example of the many feedbacks of microphysics to other stormssesce They used
a simple warm-rain MP scheme and did not otherwise investibatenipact of
microphysics. They also pointed out that the typical continental clper
environment was indeed characterized by a prominent mid-levelidigyer, which
is attributed to the advection of a hot and dry mixed layer frorsdbthwestern U.S.
desert plateau over the top of a moist boundary layer (originatng the Gulf of
Mexico) over the Great Plains.

With this in mind, it is surprising that many supercells, ipalarly the most
tornadic ones, do not produce large and strong cold pools, at least not in the rear-flank
downdraft (RFD) region (Markowski et al. 2002, hereafter MSR02). ifipact of
microphysics on thunderstorm cold pool behavior is important becausedhgtist
and size of the cold pool can potentially affect storm propagation,,naugevity,
interactions between storms, and tornadogenesis potential. In regafds latter,
MSR02 showed that significantly more strong tornadoes were assbaciatie
supercell thunderstorms that produced relatively warm and buoyanbveoutdis
opposed to many more nontornadic cases where storms were ehaedcdby strong
cold pools. However, experience has shown that many numerical soms/laf
supercells in typical continental environments produce cold poolstaabo large
and intense when typical SM MP schemes (mostly with exponer8iat)Pare used
with typical intercept parameter values (MSR02). Understanti@gadurce of this
bias, which is related to the aforementioned sensitivity issuanasher primary

motivating factor for this study.



1.2 Overview of Dissertation

A common theme of most previous numerical studies of microphysipacts
on supercells is the use of a SM-BMP, in whichagrriori fixed value for one of the
distribution parameters for a given simulation is varied acrossraesimulations.
As will be discussed, however, these studies were most often rwedoceith other
aspects of BMPs other than the effect of varying the PSDs, suitte &ffect of the
number of ice hydrometeor categories, or different methods of camgpuérious
microphysical process rates. Usually, the parameter thfiteid is the intercept
parametem, of the exponential distribution, which most SM-BMPs assume for all
precipitating categories.  Observational studies have shown Nbatvaries
considerably in time and space for convection (e.g., Waldvogel 19/i4)siliggests
that more sophisticatemhulti-moment{MM) schemes that allow, (and other PSD
parameters, depending on the form of the distribution chosen) in tihes@ace
during the course of a simulation, may be more appropriate éosithulation of
convection. For example, as pointed out by MY05a and Seifert (2008), tibalore
considerations of certain microphysical processes, such agi@tciffusion, and
evaporation indicate that number concentration and mixing ratio can naar-
monotonically and that the assumption of constdstin these cases is therefore
invalid. To date, there have been very few studies that hareired the impact of
MM schemes on supercell simulations. It will be shown in thiglystthat the

additional flexibility in the PSD parameters offered by a Mkheme effectively



removes some of the uncertainty associated with the need to pi-3yg at least
for the type of storm investigated: the tornadic supercell.

The over-arching purpose of this study, therefore, is to examinengfaet of
MM vs. SM microphysics on simulated supercell behavior, withmaphasis on the
overall storm morphology (e.g., as revealed by radar reflectity)the low-level
downdrafts and cold pools, and on the numerical prediction of the storms and
associated tornadoes. As such, it focuses on the impact on variatibesPSDs,
whereas most former studies have focused on other aspects of B&p®viously
mentioned. The former two goals are accomplished mainly throughizield
simulations, while the latter is examined through real-data Emeets. The
particular case examined in this study is the 3 May 1999 OklaH@K) tornado
outbreak, which contained many strong-to-violent tornadoes (Speheger2603|
hereafter SDS02). This case was chosen primarily due twmhlbkervations of
relatively small and weak cold pools, at least in the RFD re@#arkowski 2002,
hereafter M02), which in the light of the aforementioned connection of warm RFDs t
tornadogenesis and the experience of a “cold bias” to most numesoallilated
supercell RFDs, make it a particularly interesting and challengsey ca

The numerical model used is the Advanced Regional Prediction System (ARPS,
Xue et al. 2000; Xue et al. 2001; Xue et al. 2003), a multi-purpose nonhydrosta
numerical weather prediction (NWP) model. A sophisticated MMraphysics
scheme (the MY scheme, Milbrandt and Yau 2005a,b, hereafter MYObagh)
recently been interfaced with the ARPS model, and this sehencompared and

contrasted with other, more typically-used SM schemes.



This dissertation is organized as follows. Chapter 2 discussezsnfiemtials of
bulk microphysical parameterizations, past microphysics impstcidies on
numerically-simulated convection, the implementation of severalropthiysical
schemes (including both SM and MM schemes) within the ARPS nmartesome of
the relevant feedbacks from microphysics to grid-scale th@&ymamic changes
within convective storm simulations. Chapter 3 provides a brief eerof the 3
May 1999 OK tornado outbreak, from the synoptic scale down to the toscatiy
and discusses past observational and numerical studies of the ev@ftaphber 4, a
description of the results of an early attempt at real-data ncahsimulations of the
outbreak with the ARPS model are presented, in which simulations tineniglY
MM scheme are compared with SM schemes. An intermittera dssimilation
strategy, in which multiple data sources are assimilatede. uShese data include
surface and upper-air observations to analyze the storm environamehtradar
reflectivity observations to analyze individual storms and build thprm the initial
conditions of the model. Improvements in the prediction and structuhe storms,
including the reflectivity and cold pool structure, when using the MNes® are
discussed.

Chapter 5 discusses a detailed idealized numerical modeling siudy
supercell storm in a single-sounding environment taken from the real-datat&insula
in Chapter 4, and characteristic of that found in the 3 May 1999 outbiidekfocus
is on the impact of microphysics and grid resolution on the evolutiobemavior of
the storms, and on comparisons with surface thermodynamic obsesvafiache

convective cold pools. In this study, several significant bengffitse MM schemes



over that of the SM schemes are revealed through detailed badghtses of
microphysical source and sink terms in the thermodynamic ereggstion, and
through the analysis of trajectories that pass through the lowdevendrafts and

cold pools. These benefits include better representation of mélgdaysical
processes, including the treatment of gravitational size-soemy the effect of
evaporation and melting on the PSDs. Simple 1D column model experiments are also
performed to bolster these arguments.

In Chapter 6, results from real-data prediction experimentseoB8tMay 1999
outbreak, with an emphasis on the main storm that produced an F5 (Fjith
tornado in parts of Moore and Oklahoma City, OK, are presented. Akein
experiments of Chapter 4, these experiments make us of an tdetmiata
assimilation approach in which multiple sources of data, includidgrrdata, are
assimilated. Experiments down to 250 m and 100 m horizontal grid spa@ng a
performed in an attempt to resolve and predict the tornadic afi@us$, though only
results from the 250-m experiments are discussed here. Thee dianicrophysics
scheme (or variations in parameters in a scheme) is found t@Isayeificant impact
on the predicted storm behavior, including tornadogenesis. The acdesofadgM in
this case and implications for explicit prediction of supercaild tornadoes are
discussed. Chapter 7 summarizes the dissertation and disoresgsr implications
of the results of this study for improved scientific understajmdind numerical
prediction of supercells and other convective storms. Future walkasdiscussed,
in which more detailed analyses of the simulated tornadogenesanizeg| with an

emphasis on the microphysics impact on the RFD thermodynamic#) ainich the



interplay between the model microphysics and the data assamigtstem will be

explored in more detalil.



Chapter 2 Single- and Multi-moment Bulk Microphysics
Parameterization Schemes and Their mplementationsin ARPS

2.1 Introduction to microphysics parameterizations and their usein convective
storm modeling

The past few decades have seen an enormous expansion in the use of high
resolution numerical simulations to quantify and understand the behavsonadF
scale deep convective systems. Invariably, these simulationsdtaveed some way
of faithfully representing the extremely complex development amdraction
mechanisms of various cloud and precipitation particles resuttng phase changes
of water within cloud systems. In this section, we overview thé mpproaches
used in storm-scale numerical simulation to represent this comspiexgasbord of
cloud and precipitation processes, which collectively can be rdfeoras cloud and
precipitationmicrophysics The termmicrophysicss so used because the processes
involved are in the microscale of atmospheric phenomena. Individuadlgartan
range in diameter from a few microns for cloud droplets to akwentimeters for
large hailstones, but even the largest hailstones are far too temadl explicitly
represented in numerical simulations of entire cloud systems oentwomputer
hardware, in which typical horizontal and vertical grid spacingsoarthe order of
tens of meters to several kilometers. Inst@gadameterization®f the effects of the
various hydrometeors on the grid-scale thermodynamics and dygamiihin a
numerical model have been employed.

Two basic types of parameterization schemes are commonly sfsectral
bin andbulk schemes. Spectral schemes divide the size or mass distribof a

given category of hydrometeors within a certain volume (typicathrid cell volume)



into several size bins. The mass and number concentrationsioliegantithin these
size bins are then explicitly predicted (see, e.g., Seifait @006 for a description of
the spectral bin approach and comparison with a bulk scheme). The dhityge
particle (or drop) size distribution (PSD or DSD) is thus permitted to evolve ower tim
and space and aa priori specification of the distribution is not needed. This
flexibility is a primary advantage of the spectral approach. éyew spectral
schemes are typically very computationally expensive due teetherement of the
calculation of microphysical processes for many size bing, wih their own scalar
conservation equation in the model. For example, the spectral bin desteibed in
Seifert et al. (2006) requires a total of 264 model prognostic egsafor the
microphysics! Due to their high computational demand, studies sgegtral
schemes have mainly been limited to applications on the scabelividual clouds
using a limited number of hydrometeor categories (but see Ltyaln 2005a; b, for a
recent study employing a spectral scheme with multiple aegories within a
mesoscale NWP model).

Bulk schemes, as compared to spectral schemes, are typesalyaccurate
and require a@ priori specification of the form of the PSD, but are also much more
computationally feasible. This is because a single mathexh&tioction is used to
describe the entire distribution of particles for a given hydteareype in a grid cell,
and one ore more moments of this function are predicted by the ech&nus, the
hydrometeors within the grid cell are treated as a singlék® quantity. Due
primarily to their relative simplicity and computational féglgly, most past

numerical studies of convective storm dynamics have employed bodmes (or
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bulk microphysics parameterizatigrBMP). In the remainder of this section, we will

discuss various aspects of BMPs in more detail.

2.1.1 Hydrometeor categoriesin BMPs

Within BMPs, hydrometeors are typically grouped into various caites)
based mainly upon observed morphology (which is related to their migicphy
history). The most commonly-defined categories of hydrometeordard droplets,
rain drops, pristine ice crystals, snow crystals and/or aggeegatd graupel and/or
hail. Throughout the rest of this dissertation, the subsceptgs,g, and h,
respectively, will be used to signify these categories, as apgi@piSome examples
of hydrometeor interactions that can occur within a convective dhatidde: cloud
droplet nucleation on aerosol particles, growth of cloud droplets by cataenand
coalescence (possibly into rain-size particles) freezingoofdcand raindrops into ice
particles, growth of snow crystals by vapor deposition, aggregatisnow crystals
into snowflakes, conversion of snowflakes to graupel particles itmng of
supercooled cloud droplets, production of hailstones from frozen rain orefjraup
nuclei, and many other interactions and processes. Many ofpfesesses can occur
essentially simultaneously within a small area of space faord me interval within
a cloud.

Variations and subdivisions of the basic hydrometeor categoriaiomed
previously have been employed in various bulk schemes. Some of ike €adies
(e.g. Kessler 1969, hereafter K69) treat only liquid categoriédevmore recent
schemes add various ice categories. One of the most widelyefidbese is that

introduced by Lin et al. (1983, hereafter LFO), which predictsngiratios of cloud,
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rain, ice crystals, snow, and graupel/hail (i.e. graupel and hail, threaghnized as
different in nature, are treated as one category). Many subsequentaBdMbtsed on
the LFO scheme and are currently used in various operationabs@arch-oriented
numerical models (e.g. Tao and Simpson 1993, hereafter LIN, GSROg; &hd

Lim 2006).

Other schemes add other categories in addition to those used irandrO
variations (e.g. Ferrier 1994, hereafter F94; Walko et al. 1995piMest al. 1997,
MYO05b). These latter schemes are similar in that all inchath a hail and graupel
category. Walko et al. (1995) and Meyers et al. (1997) also dived&eneric” snow
category into snow and snow aggregates; the basic snow categorgtscais
“relatively large ice crystals which have grown by vapor depwosiand riming”,
while snow aggregates are considered to be amalgamations ofetl@dcsnow
categories. Even more recently (Straka and Mansell 2005, hergaf@h), some
researchers have introduced even more ice categories, for exahgmsing to
differentiate between various densities of graupel, differentcigstal habits, and

small and large hailstones.

2.1.2 Sizedistributionsin BMPs

As mentioned previously, a BMP requires that the size distributioa §oven
hydrometeor category be pre-specified. Typically, the digteibution is written as a
function of equivalent diameter accordingNg(D) = f, (D , Wwhere Ny(D) is the
number density as a function of particle diam&eandfy(D) is the functional form
specified. The equivalent diametercan be specified in different ways. In some

applications, it is considered to be the diameter a particlegofea volume or mass
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would have if melted or formed into a perfect sphere of liquidewé&ee, e.g.,
Pruppacher and Klett 1978). In other applications, including in the BMPs examined in
this study,D represents the equivalent ice sphere diameter at a given buity ggns
which is chosen to represent the density of the air-ice mixhaeacteristic of the ice
hydrometeor category in question.

Based primarily on observational studies, particularly thosklarkhall and
Palmer (1948) and Gunn and Marshall (1958), the most common functionabfform
the size distribution employed by BMPs is the inverse expomheiiaibution, given
by

N, (D) = No, exp(-4,D), 1)
whereNp is the intercept parametet,the slope parameter, and the subscrifg a
placeholder for a given hydrometeor category. On a semiilogec plot, the
exponential distribution is a straight line with slopeand y-intercepiNoy, wWhich are
the two free parameters of the function.

Equation (1) is a special case of a more general claganafmadistribution
functions, a popular form of which can be written as

N, (D) = No, D™ exp(-4,D), 2)
where o is the shape parameter. Note that (2) reduces tor(Xxfe 0. Ulbrich
(1983) suggested that the gamma distribution better characteres®g observed
raindrop size distributions, and indeed, the additional free paramiéiers more
flexibility in describing the relative number concentrationsaode vs. small drops in
a given distribution, although the added complexity vs. additional bexefibving

to a gamma distribution has recently been brought into question bz §003).
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Fig. 2.1 (taken from Ulbrich 1983, Fig. 2) shows the gamma distributiomifomvith
the indicated values of liquid water content and median volume diafoetifferent
values ofa (u in Ulbrich 1983). For positive values, the curve is concave down on a
semi-logarithmic plot, with relatively smaller numbers of bothaknand large
particles, while the opposite is true for negative valuas of

As discussed extensively by Pruppacher and Klett (1978), observed
hydrometeor distributions invariably are only approximately modeleckither a
gamma or exponential distribution, and furthermore, these are not liheassible
functions that can be used to fit observed distributions — a lognormal distributon (se
e.g., eqn. 2-2 in Pruppacher and Klett 1978) is sometimes used. Negstileé

majority of BMPs use either (1) or (2), including those employed in the curueiyt st
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a=-2,0, and 2) for liquid water conteétt= 1 g m*® and median volume diamet®g
=2 mm. From Ulbrich (1983).

15



2.1.3 PSD moments and sensitivity of ssmulated convection to parameters in
SM schemes
Various properties of a distribution of hydrometeors can be elucidated

examining the moments of the distribution. After MYO05b, fife moment of a

general hydrometeor distribution is given by,
M, (p)=[D’N,(D)dD (3)
0

For a gamma distribution of the form (2), #fmoment is given by,

N, F'd+ea, + p)

M.(p) = 2 T+a,)

(4)

where Ny is the total number concentration ahdis the gamma function. For
example, the mass mixing ratop of a hydrometeor distribution is proportional to
My(3), the total number concentratidti is proportional toMy(0), and the radar

reflectivity factorZy is proportional tavix(6).

In most BMPs that use the exponential distributidr), (the two free
parameters are not independent of each other. cayypi one of the parameters
(usually the intercept parametds,) is fixed or diagnosed as a single-valued function
of the other, and the hydrometeor mixing ratigproportional toM«(3)] is predicted.
This quantity can then be used, along with thediXer diagnosed) parameter, to
determine the value of the remaining free paramétess closing the system. Such
BMPs are known as single-moment (SM) schemes beaakgene moment of the
DSD is predicted. For a gives, decreasing (increasin®ox leads to a relatively

smaller (larger) number of small drops in the rexsgldistribution.
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GSR04b demonstrated that both the qualitative §im$ of storm structure
and evolution) and quantitative (in terms of cotebparea, strength, and precipitation
type and intensity at the surface) results for aeseof idealized multicell and
supercell simulations using a SM-BMP are very sefmsib changes in the value of
the intercept parameter for graupel/hail and thesg@ibed density of graupel/hail.
They found that by varying the values of the inéptcparameters for hail over the
range of observed values in nature, widely diffestarm structure and precipitation
characteristics resulted. For example, large waloiethe intercept parameter for
graupel/hail (i.e., weighting the PSD toward sntahupel) led to weak cold pools
initially, primarily due to less precipitation rdang low-levels, but becoming
stronger over time (i.e. toward the end of thelr #egration). Smaller values of the
hail intercept parameter (weighting toward largd)Had to initially stronger cold
pools that peaked in intensity earlier. The stesmtgold pools were found for the
value ofNg, = 4.0 x 10 m™ used in LFO. van den Heever and Cotton (2004) also
demonstrated significant sensitivity in various glated idealized supercell storm
characteristics to proscribed changes in the chematic (mean) diametdd,, of the
gamma hail distribution. Their results indicatéattsettingD,, to smaller (larger)
values led to overall stronger (weaker) cold powmisgontrast to GSR04b. GSR04b
suggested this result as being due to more ovieadlimass in the low-levels in the
small D, (large No) case of van den Heever and Cotton (2004) thahair runs.
Snook and Xue (2006; 2008) further demonstrate that presence or absence,
intensity, and timing of tornadogenesis in a sinedasupercell thunderstorm at high

horizontal resolutions (100 m grid spacing) is stjlg dependent on the values of the
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intercept parameter of rain and hail. In particutaey found that cold pools were
weaker and tornadogenesis was enhanced when tbaexal rain and/or hail PSDs

were biased toward larger particles (by sethiggto relatively small values).

2.1.4 Improvementsover the SM fixed parameter approach

In light of the results of these studies, it isunat to seek methods by which
the uncertainties inherent in the choice of thediyarameter in a SM scheme might
be reduced. In this section, we briefly outlinee@ common methods, ending with a
description of the multi-moment (MM) approach, whishthe main subject of this
dissertation. The first method is to provide omenmre diagnostic formulae that
relate one or more free parameters in the DSD tthen DSD-derived parameter.
Typically, these formulae are based on functiornizl to observations or detailed
analytical models. This approach is followed bya@h et al. (2008) in which a
diagnostic relationship betwedyy, and water contentV is provided based on 2D
video disdrometer observations of rain DSDs. Zhatgal. (2006) provided a
diagnostic formula relating the shape parametéame asy in the current study) to
the slope parameter in gamma rain DSDs, also based on 2D video disdieme
observations. Thus, a “constrained-gamma” (CG) ehadhs adopted in which the
resulting gamma distribution, along with the diagpmo relation, has only two free
parameters, just as in the exponential model (E=eldbrich 1983 for a discussion
on the empirical dependence of these two parametdt¥05a studied the effects of
varying the shape parametey in the gamma distribution on the sedimentation of
hydrometeors using a simple 1D sedimentation-onlgdeh and argued that

gravitational size-sorting is an important processhangingey due to the narrowing
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of the size distribution. From these results, theyvided diagnostic formulae that
relate the shape parametgrof the gamma distribution to the mean-mass diamete
Dn, for several categories of precipitating hydrometeoThe mean-mass diameter
D, which is defined as the diameter of the drop wilie average mass of the

distribution, and will be discussed more lategiien by (after MY05a, eqn. 10),

D,y = {ﬂ} X (5)

CxNTx
wherep is the air density, an@dx and dy are constants in the mass-diameter
relationship for a given particle category x (i.e,(D,) = chxle ).

The common motivation for adopting this approacto reduce the number
of free parameters in the assumed DSD in a matiaenid constrained by empirical
data. It also has the advantage of being straiphtird to apply to existing
microphysics parameterizations and thereby avoidimg problem of having to
choose the “proper” value of these parameters, aadhe intercept parameter in SM
schemes.

Another approach to improve upon existing SM-BMBsta increase the
number of hydrometeor categories represented inmbdel. McCumber et al.
(1991), after evaluating several 3-class and 2schagk ice schemes, recommended
this approach, suggesting that at least 4 ice oategbe included in future bulk
schemes, particularly including separate graupdl!taail categories. Indeed, Ferrier
et al. (1995) found that splitting the traditiogghupel/hail category into two separate
categories improved the prediction of a numeriesitgulated squall line. This is

also the approach taken by SMO05, in which, as pusly mentioned, several
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subcategories of ice crystals, graupel, and hal defined, each with their own
densities and fixed DSD parameters. SMO05 arguethigapproach provides greater
flexibility by parameterizing a larger range of ttypes of ice hydrometeors actually
encountered in real cloud systems of many typest(opical vs. continental) and to
thus reduce the amount of case-specific “tuningjuneed (SMO05). The original
version of the scheme described in SM05 was SMtHeuauthors indicate that future
versions would include double-moment (DM) capaility providing for prognostic
equations for number concentration. They point tbat predicting more than one
moment of the distribution for a given hydrometeategory would have a similar
effect in reducing the amount of “tuning” required increasing the number of
categories. We now turn to a discussion of timigti-momen{MM) approach.

In light of the above discussion, one might wonabether a BMP that allows
the intercept parameter to vary naturally both teraly and spatially during the
course of the simulation might serve to reduce lonieate the aforementioned
sensitivity problem (particularly the well-documedtsensitivity to the prescribéty
in SM schemes). DM BMPs are often employed for thisgpose. Most DM-BMPs
predict both mixing ratio and total number concattn (e.g., Ziegler 1985;
Nickerson et al. 1986; Murakami 1990; Wang and @Qhh®93, F94; Meyers et al.
1997, MYO05b). The total number concentratigns proportional to the ®moment
of the distribution. Since two moments of the mlsttion are predicted, both free
parameters in an exponential distribution are adldwo vary independently, which
should lead to more realistic spatial and tempwgealation of Nox and associated

improvement in the prediction of storm structured grecipitation, provided the
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parameterized microphysical processes are suffigieccurate and the exponential
(or gamma) distribution faithfully represents trduwgdrometeor size distributions. It
should be emphasized that the MM method is differfsom the previously-
mentioned method of providing diagnostic formulaedlate the two free parameters
in the exponential DSD to each other. In that meflthe two parameters are not
actually independent of each other: given the valuene, the value of the other can
be uniquely determined. This is more restrictiventthe MM approach, in which the
two parameters can vary independently. This grdkeibility comes at the cost of
more computational demand associated with the rexpeint of providing prognostic
equations and equations for the process ratebdandditional predicted moment(s).
Recently, multi-moment (MM) schemes have enjoyexeasing popularity in
cloud and storm modeling (Ferrier et al. 1995; Me\at al. 1997; Reisner et al. 1998;
Seifert and Beheng 2001; 2006; Seifert et al. 200&nsell 2008; Morrison et al.
2008). As examples, Ferrier et al. (1995) and Morr et al. (2008), examined the
impact of a DM scheme on simulations of idealiz&d uall lines, and found that
Nor varied significantly between the convective andtgtirm regions of the system,
with the stratiform region typically having smallds; than the convective region, and
thus, reduced evaporation rates in this region @vetpto the fixedNo; SM scheme.
This yielded a much better representation of tmatisirm rain region in the DM
scheme than in the SM scheme. Mansell (2008) cedpgaM and SM schemes for
ensemble Kalman filter (EnKF) experiments for an&mlic supercell storm and noted
a better representation of the cold pool structun@ forward flank reflectivity region

of the supercell when using the DM scheme. Theltesf these studies suggest that
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allowing more parameters of the various hydromeB®Ds to vary independently in
time and space, as in MM schemes, improves theathw&mulation of convective
storms, with much less case-specific “tuning” & flarameters necessary.

As mentioned previously, some BMPs utilize a gandis&ibution for one or
more categories, of which the exponential distidouis a special case (witla = 0).
The use of a gamma distribution instead of an egptal distribution means that an
additional parametera has to be determined. In a DM-BMP, this parametast
be pre-specified or diagnosed (as in the caseeotlidgnostica relations of MY05a
discussed previously). A triple-moment (TM) scheaflews for this parameter to
vary independently. The MY-TM scheme (MY3) predichixing ratio, number
concentration, and radar reflectivity for most ropinysics categories, and thus
allows all three free parameters in the gammailigion to vary independently in
time and space during the course of a simulatidhis scheme will be discussed in

more detail in section 2.3 of this chapter.
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2.2 Singleemoment schemesin ARPS

The ARPS contains several SM BMPs available a®ogtio the user. These
include the K69 warm-rain scheme, the Lin-Tao 3-CHE) scheme (LFO, Tao and
Simpson 1993), the WRF Single-moment 6-class (3 ®eliquid, 1 vapor)
microphysics scheme (WSM6, Hong and Lim 2006), 8ahultz NEM scheme
(Schultz 1995), the GSR04b version of the LFO sahesind the SM version of the
MYO05b scheme (MY1). In this study, we will onlyaxine the LIN, WSM6, and the
MYO05b schemes. The WSM6 scheme is further divigad the original fixedNo,
formulation and a formulation where the interce@ragmeter for rain,No, is
diagnosed as a function of liquid water content MB®NOR), based on fitting to
disdrometer observations (Zhang et al. 2008). iise, the ARPS input namelist
allows the user to specify values By for a given model run for each of the
precipitating categories in these schemes wherdicapfe. In addition, the LIN
scheme includes a hail category, but not a graoptdgory; the WSM6 scheme
includes a graupel category, but not a hail categbe MY1 scheme includes both.
All other hydrometeor categories are common actioss3 schemes. In the case of
the LIN scheme, the values bk;, Nos, and N, (as well as the densities of these
hydrometeors) can be specified, while ice crystaésassumed to be monodisperse.

In the WSM6 schemelNo, and Nog may be specified, bulys is diagnosed as a
function of temperature using the relathg = 2x10° ede.lZ(T—To)], where T

and Ty = 273.16 K, are the temperature and referencedmatye, respectively. In
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the WSMG6DNOR scheme,No, is given as a function ofqg by
N, = 7.8355x10°(1000p,q, )**** (see Zhang et al. 2008 for an updated formula). |
addition, in the WSM6 schemes, the total numbercentration of iceNy is
diagnosed as a function gf by the formulaN, = 538x107(p,q,)*” (Hong et al.
2004, Eq. 5c).

The code subroutines for each of these schemesalleel within the model
after the state variables have been updated thrtheghdvective, diffusive, and other
physical processes. In other words, the microglsyscheme is the last physical
process computed in a given time step. The migrsiph scheme updates the future
values of the microphysics state variables, thahsse valid at the third time level of
the three-time-level leapfrog time integration sokeeused within ARPS. In addition,
the schemes modify the potential temperature fiblgsed on the various
microphysical processes relating to phase chanfegater and associated heating
and cooling.

As discussed previously, all of these schemesasedion the assumption that
the distribution of precipitating hydrometeors ¢enrepresented by an exponential or
gamma distribution. In particular, the LIN and W6Mchemes both assume an
exponential distribution for all precipitating hyuineteors (r,s,g/h), while the MY1
scheme uses a gamma distribution and can be coefiguth a fixed value oé for

any of the precipitating water and ice categonigs(g,h).
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2.3 Milbrandt and Yau multi-moment scheme
2.3.1 Schemeoverview

In addition to the SM schemes mentioned previouslyew MM scheme has
recently been interfaced with the ARPS model, ttigeme described in MYO05a,b.
The MY scheme is a 4-class ice (ice crystals, smatpel, and hail), 2-class liquid
water (cloud and rain) bulk parameterization, inchhall precipitating hydrometeors
are assumed to have gamma-DSDs of the form (2)toUWlpree moments of the size
distribution are predicted, including the mixingioa(proportional to the 3 moment),
the number concentration (proportional to tHe r@oment), and radar reflectivity
factor (proportional to the™moment) for all categories except for cloud drtmléor
which reflectivity, being negligible, is not preted. In this manner, for the full TM
version of the scheme, all of the three free pataraef the gamma distributioh,
A, andq) are allowed to vary independently. For the Skesae, botiNgand « are
fixed at constant values priori for all precipitating categories except ice crigtan
which Ny; is diagnosed from the temperature-dependent nuotrerentration of ice
crystals [N;) given by the Cooper equation (Cooper 1986) as

N, = 50exf0.304T, —T)] (in the DM and TM schemes, this equation is netdus

N; is explicitly predicted) . In the basic DM schemaly « needs to be fixed, ag

and Ny are predicted for all categories. In additionjeasion of the DM scheme is
provided in which the shape parametes diagnosed as a function of the mean-mass
diameterDy, for all precipitating categories (that is, all@gdries except cloud, which

is assumed to have negligible terminal velocitydsdd on comparisons with an
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analytical model for pure sedimentation (MY05a)hisTversion of the DM scheme

will hereafter be referred to as the MY2DA scheme.

2.3.1.1 Consistency between moments and interfacing wittehmumerics

A unique challenge that arises when interfacing Microphysics scheme
with an existing model’'s numerical treatment of @chion and diffusion, as opposed
to a SM scheme, is the problem of maintaining iascy between each of the
predicted moments for a given category, when thesexvation equation for each
moment is integrated numerically by the model. tHe MY scheme, each of the
(potential) predicted momentg,, Ny, andZ,, are by physical definition non-negative
quantities, with units of kg ki m* and nf, respectively (note tha is expressed in
linear rather than the logarithmic unitsdifZ). The conservation equations for each
(not shown) contain terms for advection and tunbuteixing. The ARPS model has
options for 2%order and 3 differentorder centered-in-space numerical advection
schemes (Xue et al. 2003). Due to the even-ordesdte of the basic"2order and
4"-order schemes, the leading term in the truncaéioor can be shown to be
dispersive in nature. A consequence of this i$ tha development of regions of
negative values of positive definite (or positives-definite) quantities such as the
microphysical moments in the MY scheme are possibieto unphysical small-scale
dispersive noise being produced as a result ofrtmeation error. This is especially
true if the advected quantity at a given grid pdias a small absolute magnitude,
which increases the probability that the small esadibpersive waves will produce
oscillations that reduce the advected quantitywedero. As might be expected, this

would happen most often at the edges of cloudyregi
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In the SM BMPs in ARPS, the problem is typicallyndked (albeit in a
somewhatid hocmanner)oy simply setting any negative values of the hydstear
fields to zero before passing them to the micromsysubroutine. In the MM
scheme, however, the problem is exacerbated becausertain circumstances, the
local value of one of the predicted moments foivary quantity (e.g. the mixing ratio
of rain g;), may have a physically-reasonable positive gtyaafter being advected,
while the value of another moment (e.g., the nuncbecentration for raifl;) at the
same grid point may actually be negative. In otherds, it is possible for physical
inconsistencies between two moments of the hydreonetistribution to arise due to
the numerical truncation error in the advectionesgh. One way of handling this is
the same as in the SM scheme, namely clippingratlipted moments to zero at a
particular grid point if any of them are found te begative (or below a certain
minimum threshold set ahead of time). This isantfwhat is done in the current
implementation of the scheme in the ARPS. Howeggperience has shown that
such wholesale clipping, which usually happens nodi&n along the edges of the
cloud (or rain, hail, etc.) regions can lead tausoh-destroying or noisy behavior in
the model hydrometeor fields even though the clippgdrometeor mass is added
back to the water vapor field in an effort to cansgotal water mass.

In light of this, experience has also shown that uke of the flux-corrected-
transport (FCT, Zalesak 1979J-¢rder forward-in-time advection scheme for scalars
significantly mitigates the above issues by engurihat no negative values of
positive definite quantities are produced by theeation scheme in the first place

(that is, the scheme is monotonic). Skamarock aegivan (2009) found significant
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improvement when using a similar positive-defir{le®) scalar advection scheme on
predicted precipitation amounts in convection-reisgl Advanced Research-Weather
Research and Forecasting (WRF-ARW, Skamarock &0al5) model forecasts; the
too-high precipitation bias was significantly reddcowing to the elimination of the
need to clip negative values. To illustrate sormthe benefits of using a monotonic
advection scheme when a MM microphysics schemesed,uFig. 2.2 shows a
comparison between two experiments with the MY2Dhesne using the default
supercell test case in ARPS, an idealized simulatibthe 20 May 1977 Del City
tornadic supercell, which is a staple of severavjmus numerical studies (Klemp et
al. 1981; Klemp and Rotunno 1983; Grasso and Cdi89b; Adlerman et al. 1999;
Adlerman and Droegemeier 2002; 2005a; b). Therdigghows surface fields of
equivalent radar reflectivity and water vapor mgimatio at 45 min into the
simulation. One experiment (Fig. 2.2a) used thiaude 4™-order scalar advection
option in ARPS, while the other (Fig. 2.2b) useel BCT 4-order advection scheme.
Clearly, the use of the FCT advection scheme preslacsolution that is much more
noise-free, particularly in the region just nortsteaf the hook echo near the edge of
the forward flank. The experiment in Fig. 2.2adrae unstable shortly after the time
shown in Fig. 2.2.

In addition to the problems inherent in the adwecschemes, thé"4and &'-
order computational mixing schemes available in BARRue et al. 2003) are also
capable of producing negative values of positivéinde quantities for similar
reasons. However, the ARPS also contains optimnmbnotonic versions of thé"4

and &-order computational mixing schemes (Xue 2000)esehschemes were found
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to be very helpful in reducing additional smalldecaoise and oscillatory behavior
(particularly in regions of large gradients of hyatreteor fields) still leftover after the
application of FCT advection and that was most epgain the DM and higher
microphysics simulations. From these results recommended that care be taken in
choosing sufficiently accurate and/or monotonic etipal advection and mixing
schemes when using multi-moment microphysics paenmations. In the future,
further sensitivity tests will be performed in dfoet to better quantify the benefits of
using monotonic advection and mixing schemes in @oation with a MM

microphysics scheme.
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Fig. 2.2. Surface equivalent radar reflectivity I¢edfill), perturbation water vapor
specific humidity (black contours, 2.0 g kdncrement) and wind vectors (plotted
every 2 km, scale in mi'sat upper-left) at 45 min (2700 s) for the ideadi20 May
1977 Dell City supercell simulation with a) defa(rion-monotonic) %-order scalar
advection, and b) FCT"4order scalar advection.

2.3.2 Previousstudiesapplyingthe MY scheme

Due to the relatively new nature of the MY scheitieere have been few

published studies applying the scheme to the stmulaof deep convection.
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Milbrandt and Yau (2006a; 2006b, hereafter MY0Gaas) parts Il and IV of their
series of papers introducing their new schemerfated it with a mesoscale model,
the Canadian Mesoscale Compressible Community m@d€l2), and performed
real-data simulations of the 14 July 2000 large |-pi@ducing supercell
thunderstorms in Alberta, Canada. Nested gridsndeov1l km horizontal grid
spacing for the smallest grid were employed. In0d¥, the goal was to compare the
observed reflectivity structure and observed maxmrhail sizes at the ground with
the simulated reflectivity and surface hail size&s.a means of validating the full TM
version of the scheme. It was found that the sateal and observed storms, despite
having some differences in propagation directiod lcations, were very similar to
each other in both the reflectivity structure andface hail fall fields. In addition,
MYO06a found that the observed golf-ball sized &k consistent with the simulated
maximum “physically observable” hail sizes reachihg surface in their TM control
simulation. The values of mixing ratio and numisencentration for the various
hydrometeor categories (i.e. cloud, rain, ice, sngnaupel, and hail) in their
simulation were shown to be consistent with theeanf published observed values.
MYO06b performed sensitivity tests of the SM, DM,dafM versions of the
scheme for the same supercell case in MY06a. TMiac@figurations, one with a
fixed value ofNg, (as well as the intercept parameters for the athgzgories), and
one with a diagnostic relation fddo, as a function ofi, were tested. Four DM
configurations, one with a fixed = 3, one with a fixedx = 0, and two with two
different formulations of the diagnosticrelation introduced in MY05a were tested.

The results indicated that the DM schemes weréaally successful at reproducing
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most of the salient features of the TM simulatiovith the DM schemes with
diagnostica performing the best. On the other hand, the Shemes were both
significantly worse than the DM schemes at reproducthe TM storm
characteristics. For example, the SM scheme vixdfNg, = 1.0 x 18 m™ (i.e.,
characteristic of graupel-sized particles, SM_Agndatically over-predicted the cold
pool strength of the simulated storm, whereas tfles&heme with diagnostidoy (i.e.
more characteristic of large, high-density hail, 3 significantly under-predicted it
(Fig. 2.3). It was shown, in fact, that the maximphysically-observable hail sizes
in the SM_B simulation approached the diameter dfasketball (24 cm)! These
results are consistent with previously discussetbiseity studies (van den Heever
and Cotton 2004, GSR04b; Snook and Xue 2006; Z2@08hich varying the hail size
distribution parameters to favor small (large) $tmihes resulted in weaker (stronger)
cold pools in simulated deep convective storms.summary, MY06b found that a
dramatic improvement in simulated storm charadiesisvas seen (taking the full
TM control run as “truth”) in moving from SM to Dichemes, with comparatively
less, but still significant, improvement in movirigpm fixed-a to diagnostica

versions of the DM scheme.
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Fig. 2.3. Vertical cross section through the sirfedasupercell cold pool in each of

the sensitivity tests in MY06b, showing contours in increments of 1 °C. From
MYO06b Fig. 10.
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2.3.3 Comparison with the ARPS LIN scheme and relevance to downdraft and

cold pool forcing

For many microphysical processes, the MY schenmlevisl the formulations
of LFO, and are similar or identical to the corrasging processes in the ARPS SM
LIN scheme. For the sake of brevity, we will fodnghis section on those processes
that are likely to be most relevant to the enharerenof convective downdrafts and
cold pools. Straka and Anderson (1993), for examiolund that the processes most
significant to the enhancement of downdrafts witkimulated microburst-producing
storms were precipitation loading from rain andugel/hail, melting of graupel/hail,
and evaporation of rain. Melting and sublimatidnsaow and ice crystals were
found to have a much smaller impact. In the cursdndy of simulated supercell
storms, evaporation of cloud was also found toigeificant, and, depending on the
scheme used, collection of rain by hail as a caotexténg heating effect in the
downdrafts was also found to be importantThese results will be discussed in more
detail in Chapter 5. We now turn to a discussidnthe formulation of these

processes and similarities and differences betweehIN and MY schemes.

!t is possible that cloud evaporation was notigsificant in the study of Straka and Anderson 399
due to the relatively weak wind shear profiles arast mid-levels in the thermodynamic profiles used
in their simulations, which would tend to reduce #ntrainment of dry air into the clouds before
significant scavenging of cloud water by precipitgthydrometeors could take place. In the case of
the classic supercells in this study, strong stoetative mid-level winds transporting dry air irttoe
sides of the updrafts would tend to result in corapreely larger amounts of cloud evaporation.
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2.3.3.1 Cloud evaporation

In LIN, cloud evaporation is treated with a satimatadjustment process (Tao
et al. 1989), in which all cloud is allowed to ewsgte into subsaturated air until
saturation is reached or cloud water is depletethrb any rain present at a particular
grid point is allowed to evaporate. The technigses a weighted average between
the saturation vapor mixing ratio with respect ttev and that with respect to ice in a
range of temperatures below freezing, and requinas the adjustment, which is
assumed to take place completely in one time sbgmoceed moist-adiabatically.

In the MY scheme, the saturation adjustment tecligf Kong and Yau
(1997, Appendix A) is used to determine the amaidrdondensation or evaporation
allowed in one time step of the model. From Kond &au (1997) equation A7, we

have

q, —d,
X = —Aq, = v " s 6
% 409817qL, ©)
1+

c,(T —3586)°

whereX is the capacity of condensation or evaporatiorofeg time step of the model,
q, andq,s are the water vapor mixing ratio and saturatiotewsapor mixing ratio
before the adjustment, respectivdly s the latent heat of vaporization of watgyrijs
the specific heat at constant pressure of dryamd T is the air temperature. (6) is
derived based on the conservation of equivalenerpatl temperature during
saturation adjustment. Similar to the adjustmealnique of Tao et al. (1989) Af<

0 at a grid point, evaporation is indicated, ang eloud water ¢.) present at the grid

point is transferred to vapor up to the amountvadid by the magnitude of. If the
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air is still subsaturated after all availalgieis exhausted, and rain watey)(is also

present, evaporation of rain takes place, to beudsed in the next section.

2.3.3.2 Rain evaporation

Instead of the instantaneous saturation adjustmgntoach used in both the
LIN and MY schemes, the rain evaporation rate ikutated explicitly in both
schemes. In this section, we will concentrate afescription of the process in the
MY scheme, since the approach in the LIN schemverg similar.

For rain evaporation, MY05b uses the following fotation (Egs. 7, 8, and 9

in MY05b):
qvp, = Z5. _/?QNONENI "
i V2 bop a, +05h
VENT = A %+ B, Sclle(%j ( 25+ +05h, ) ©).
12 1
. (9),

TKRT? i Py

For the definition of symbols, and a more thoroudjscussion of the
nomenclature for the process rates, see MYO05bbrief, the nomenclature for the
process rates discussed in this study follows ¢ha¥YO5b and is as followsQ
represents a mixing ratio radD represents a vapor diffusion proceds, a melting
process, an€L a collection process. The subscript symbols ssmethe transfer
from one category to another (i.er, represents transfer to/from vapor and rain,
from hail to rain, etc.). The bulk rain evaporatiate equation (7) is derived by first
considering the rate of change of diameter dueveparation in a subsaturated

environment of a single drop falling at its ternlinalocity (see, e.g., Byers 1965;
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Rogers and Yau 1989). The resulting equationas thtegrated over all drop sizes in
the distribution given by (2) or (1) to yield thellb evaporation rate in terms of
change of mixing ratiag, with time (Orville and Kopp 1977). The ventilatio
coefficientVENT; takes into account enhanced evaporation effecgalair flowing
past drops as they fall at their respective teriirbocities, and is empirically-based
(see Pruppacher and Klett 1978). For a statio(rafgtive to the air) population of
drops,VENT; is unity.

One significant property of Eqn. 7 for the purposgtthis study is the fact that
the evaporation rateQVD,,) is directly proportional to the intercept paraend\ly,
(for a fixed slope parameter and shape parametej. Note, however, that, is a
function of Nor wheng, and « are fixed, as they are in the following exampletfe
purposes of illustration, so that the ventilatiaatbr leads to departure from direct
proportionality. Fig. 2.4 shows evaporation rates a function ofNp, for the
exponential case, normalized by the rate calculaiguNy, = 8.0 x 16 m™.  Other
parameters fixed for the purposes of the rate t@tions areq, = 0.001 kg kg, a
temperature of 288.15 K (15 °C), an air pressur@sffhPa, yielding an air density of
~1.03 kg n?. (The saturation rati§ and the thermodynamic functi@B, drop out
due to the normalization, but the above parameteis p, andp still need to be set
since they impact the relative importance of the tarms in th&/ENT; calculation in
Eqgn. 7). As can be seen, larger (smaller) valfiéddead to larger (smaller) rates of
evaporation for the sangg. Recall that a large intercept parameter is aatamtwith
greater numbers of smaller drops (for the samengixatio), which evaporate more

efficiently due to greater surface area-to-volumigorthan that of larger drops, which
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are associated with smaller values of the interpapameter (e.g. see the discussion
in Snook and Xue 2006; 2008). Thus, apriori specification ofNy, in a single
moment scheme will significantly and universallfeat the evaporation rate, all other

things being equal.
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Fig. 2.4. Normalized instantaneous evaporatiorsragerain as a function o, for
the exponential caser(= 0), and a fixedy = 1 g kg'. The values oRQVD,, are
normalized with respect to that found with the Mlue of No, = 8.0 x 16 m™
(denoted by the vertical red line).

In a DM scheme, in whicho, and A, are allowed to vary independently, the
shape parameter in the general gamma distribution case still negedse specified
(or diagnosed). As welly affects the calculation of the ventilation coa#it (Eqn.
6). It should be noted at this point that the jptgismeaning ofNp in Egn. 2 for

nonzero « is different than for the case wheve= 0 (i.e. as in the exponential

distribution), and, in fact, the units B for the gamma distribution are dependent on
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a as [L]**, where [L] is a length unit (Ulbrich 1983). Withis in mind, to isolate
the impact ofa on evaporation rates, it makes sense to fix the embibased
guantitiesN; andqg, and allowe to vary, for purposes of illustration. To demoat#
this impact, evaporation rates were calculatedguBiom. 5-7 for a fixed = 0.001 kg
kg and the same thermodynamic conditions as the qusvéxample, and varying
values ofe, normalized relative to the value of evaporatiate witha = 0 andNg, =
8.0 x 16 m™.

The intercept parameter was initially set at #fledent values for the case of
a = 0. The resulting curves (Fig. 2.5) with corasging fixed values oNy, are
shown in Fig. 2.5. It can be seen that increaginghile holdingN; andq; fixed
serves to increase the evaporation rate. Phygithis is due to the narrowing of the
distribution and the simultaneous overall increafs®tal surface area of the drops in
the distribution (Cohen and McCaul 2006), whichdeed enhanced evaporation as
the number concentration of smaller and mid-sizeopsl increases (though the
number concentration of the smallest drops, i£D approaches 0 also decreases,
these drops contain little mass to evaporate).o Algarly seen in Fig. 2.5 is the
impact of changing the initial value (i.e. far = 0) of No;. As No; increases
(decreases), the evaporation rate increases (des)eaFor example, far = 0, a
factor of 12.5 increase iNo; from 8.0 x 16 to 1.0 x 18 m* leads to a factor of 3

increase in instantaneous evaporation rate.
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Fig. 2.5. Normalized instantaneous evaporatiorsrderain as a function af for a
fixed value ofg, = 1 kg kg* and the indicated fixeMy. Initial values ofN, for each
curve are shown in the legend (units 6hm

2.3.3.3 Hail melting and collection of rain by halil

Melting of hail is also treated similarly in the \®8b and LIN schemes. The

basic equation for the melting process is giveliNdy05b Eq. 53),

C,T.
QML = T, Now (K, T, — LyzoA 0 VENT +
f f

( QCLy+ QCLy). (10)
(10) is derived by considering the heat and maksba of a melting hailstone falling
at its terminal velocity that may also be collegtiquid water in the form of cloud
droplets and rain drops. The calculatiorV&NT, in the above equation is similar to

that for rain, and the dependence of the first temthe LHS td\g, is similar in form

to that for the evaporation of rain, and so theaff Ng, and « is expected to be
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similar. The first term on the LHS physically repents the processes of conduction
of heat between the surface of the hailstone amdaitth and the latent cooling due to
evaporation of the melting water in a subsaturat@dronment (e.g., MY05b, LFO0).
The second term on the right hand side (RHS) reptssthe sensible heating by
collected cloud and rainwater, and can signifigaatihance the melting rates. Both
MYO05b and LFO parameterize the melting equatioméarly the same way, but
differences arise in how the collected cloud and waater are treated. Also, in both
MY05b and LFO, the collection term for rain and udowater is handled by
considering whether the hail is undergoing wet yr gtowth (see MY05b and LFO
for discussion). In LFO, however, the collectionctoud and rain is a production
term for hail only in the case of T < 273 K, andhctbutes to heating of the ambient
air through the release of latent heat of fusioly am this temperature regime. For
MYO05Db, in contrast, no such temperature dependenapplied toQCLy, both in its
effect on increasing the bulk hail mass, and onldtent heating effect applied to the
ambient air. Sensitivity tests indicate that thes the effect of partially offsetting the
much larger melting rates (and associated ambaoiing) that result due to allowing
the hail field to collect and retain rainwater etnperatures above freezing, since, as
Egn. (10) above indicates, the melting rate isatliyeproportional to the collection
rate. Due to this large cancellation of two teimghe thermodynamic equation, the

overall effect is similar to that of the LIN scheme

2.3.3.4 Summary

In summary, in the convective situations studiedhis paper, the dominant

processes responsible for temperature change® idawndrafts and associated cold
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pools of convective storms are evaporation of cland rain, melting of hail, and
collection of rain by hail. Both the bulk evapaoat of rain and melting of hail are
significantly affected by the PSD of each. In fgattrr, in SM schemes that fiXo,,
the choice of this parameter significantly affettte bulk evaporation rate. Larger
values ofNo, will lead to global increases in evaporation ratthin a simulation, all
other things being equal. The ventilation coediiti provides for enhanced
evaporation of falling drops and is of a larger magle for distributions biased
toward larger drops, and thus serves to partialynteract the dependence of
evaporation/melting on increasimd,. Similar arguments apply to melting of hail,
although that process is complicated by the intemaof the hail field with the rain
field, much of which may be produced by the meltfighe hail itself.

The rate of change of temperature due to thesegses can be written as,

9T _L (Qvp, +QVD, )+~ (-QML, +QCL, ), (11)
ot c, Cp

where negative values @VD,; and QVD,. are associated with cooling, positive
values of QML are associated with cooling, and positive valueQ€Ly are
associated with heatingL, andL; are the latent heats of vaporization and fusion,
respectively, and, is the specific heat of dry air at constant pressun Chapter 5,
the impacts of these processes on the developniesitnalated supercells of the 3
May 1999 Oklahoma tornado outbreak will be examitiedugh the use of budget

and trajectory analyses.
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Chapter 3 Overview of the 3 May 1999 Oklahoma Tornado
Outbreak

3.1 Introduction

During the afternoon of 3 May 1999, and extendimg the overnight hours,
one of the most significant tornado outbreaks i6.Uhistory occurred over parts of
Oklahoma and Kansas. The outbreak was charadenizeseveral discrete tornadic
supercells that collectively produced over 70 tdoes in Oklahoma, Kansas, and
Texas (NWS website reference). Oklahoma was byhiamworst hit of these states,
and the remainder of this chapter will focus on thetion of the outbreak in
Oklahoma. According to SDS02, 58 tornadoes alonetted down within the county
warning area of the Norman, OK National Weathewni8er(NWS) office, of which
16 were rated F2 or greater on the Fujita scaleowfado intensity (Fujita 1971).
Within the Norman, OK NWS county warning area (CWAIjght supercells were
responsible for the tornado outbreak, and were ngitter identifiers from A-I
(omitting F) in chronological order of initiatior5sPS02), a convention we will also
follow throughout the dissertation. The most iserand deadliest of the tornadoes
was rated F5, and heavily damaged the towns ofgBri@reek, Moore, Del City,
Midwest City and adjacent areas of Oklahoma Cifpy$82), and was responsible for
the deaths of 36 people (Brooks and Doswell 200%}er SDS02, we will refer to
this tornado as tornado “A9”, that is, the nintmntxdo documented to have been
produced by storm A.

The remainder of this chapter provides a brief wiesy of the outbreak from
a synoptic down to a tornado-scale perspectivesatsl the stage for the numerical

modeling experiments in the following chapters. eThyout of this chapter is as
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follows: in section 2, a brief description of thgneptic-scale features is presented,
and previous observational and numerical studiessammarized. In section 3,
storm-scale aspects of the outbreak are discussttda particular focus on “storm
A", the first storm to develop of the outbreak, also the one that produced the F5
tornado mentioned previously (SDS02). (A real-datanerical modeling study of

this storm and tornado is presented in Chapter 7).

3.2  Synoptic Overview

The upper-level synoptic-scale pattern on 3 May91@&s dominated by a
large negatively-tilted trough centered over the 8VB. A shortwave trough was
embedded in the base of the long-wave trough angr@ssed from AZ into western
OK and KS during the afternoon and evening (Fid.).3. This shortwave was
accompanied by a mid-to-upper tropospheric jetakttbat overspread much of OK
and KS during the afternoon hours and contributedhtreasing deep-layer shear
over this region. By mid to late afternoon, botiwilevel and deep-layer shear
profiles were highly favorable for tornadic supdéisceover most of western and
central OK. In addition, the combination of inseey low-level moisture, with
surface dewpoints approaching 20 °C east of as#iffiryline over SW OK, and deep
synoptic-scale ascent resulting in mid-level adiabaooling, and modest surface
heating underneath a broken cirrus cloud canopy teavidespread CAPE values on
the order of 3000-5000 J kdrom central OK southward through central TX bydmi
afternoon (Thompson and Edwards 2000; Roebber. &08R, hereafter TEOO and
RSRO02, respectively). Feltz and Mecikalski (20688tument the rapid increase of

CAPE from values on the order of 2000 J*kg 4000-5000 J kffrom late-morning
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to late afternoon, and the rapid decrease in Cohfvalues on the order of -200 to -
300 J kg to -50 J ki or less from early to late afternoon as retriefretn the
Atmospheric Emittance Radiance Interferometer (AEREs at Purcell, Lamont, and
Vici, OK. The rapid decrease in CIN is particwestriking (see Fig. 6b of Feltz and
Mecikalski 2002) and allowed for an atmosphere prior convective initiation by

mid-to-late afternoon over southwest and central OK

Fig. 3.1. Objectively-analyzed (using the previéds Eta model forecast fields as a
first guess) 500 hPa heights (60 dam interval, broantours), with overlaid RAOB
station observations for a) 1200 UTC 3 May 1999 Bph0000 UTC 4 May 1999.
The location of the shortwave trough that playdewarole in the tornado outbreak is
circled in red in both panels. Also shown are cofdyely-analyzed 300 hPa heights
(120 dam interval, yellow contours), wind speeduéblo-purple color fill, 20 kt
increment, starting at 70 kts), and divergenceréments of 1 x 10s’, green
shading).
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As described in RSR02, the mid-to-upper level {etak was associated with
an upper-tropospheric PV anomaly that providedimgrdor synoptic-scale vertical
ascent as it moved across OK and KS in the afterhoars, and was visually marked
by a broken cirrus canopy. They found in theirhigsolution convection-resolving
modeling study that 1) the cirrus canopy limitedfate heating in the warm sector
overall, while holes in the canopy provided regia@fdocally-enhanced instability,
favorable for convective initiation, and 2) the gptic-scale ascent associated with
the PV anomaly that was responsible for the cirgigeld contributed to
destabilization by adiabatic cooling of the middksvof the atmosphere. Sensitivity
tests indicated that the artificial removal of tigus canopy from the model fields
resulted in widespread convective development arshymunfavorable storm
interactions that limited the severity of the evientresulting in less long-lived model

supercells (RSR02).

3.3 Storm-scale Overview

The outbreak began with the initiation of a singierm in SW OK between
2030-2045 UTC, which, after an initial split, ralyidieveloped into an intense right-
moving supercell (TEQ0OQ). This first storm of thetloreak (storm A) became tornadic
about an hour after its genesis, producing severahdoes between 2151 and 2321
UTC 3 May, before producing its most intense tomatthe F5 Bridge Creek—
Oklahoma City (OKC) —Moore tornado A9, which lasfeom 2326 UTC 3 May to
0048 UTC (SDSO02). After the dissipation of thisiado in south central OKC, storm
A rapidly weakened, but still produced 3 more toloes in southern and eastern

Oklahoma County before dissipating northeast of Gi@und 0100 UTC (SDS02).

45



Storm B produced its first tornado at 2236 UTC #atér went on to produce the
long-track F4-rated Mulhall, OK tornado (the™2énd final tornado from this storm),
which dissipated at 0345 UTC. During this timeyesal other supercells rapidly
developed and quickly became tornadic, each praduseveral tornadoes (SDS02).
Fig. 3.2 shows an objective analysis of surfacavadgnt potential temperaturélf

at 0000 UTC 4 May 1999, during the early stagethefoutbreak. The main storms
A and B are indicated. Storm A was producing tdm#9 at the time of this

analysis.
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Fig. 3.2. Objective analyses of surfage(grayscale), observed reflectivity (black
contours, 20 dbZ increment), and horizontal windtees (every 15 km, scale in it s
indicated in lower left of figure) that include @kloma Mesonet data, at 0000 UTC 4
May 1999 centered over central Oklahoma. Oklahomai€labeled OKC.

Even though the still insufficient observation dgnsof the Oklahoma

Mesonet precludes detailed analyses of storm cobdspit can be seen nevertheless
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that large and extensive cold pools are absenhenahalysis. In addition M02
indicates that mobile mesonet observations in duk lecho region of storms A and B
both indicated small (< 4 K) equivalent potentiatiavirtual potential temperaturéy(

and &) deficits through most of their observing time$hese issues are of prime

interest in this study and will be discussed in endetail in the following chapters.
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Chapter 4 Preliminary Real-data Numerical Simulations of the 3
May 1999 Outbreak

4.1 Introduction and experiment design

In this short chapter, we briefly introduce thelq#a@a simulations which
provided an extracted sounding for the idealizedutations. The coarse-resolution
(3 km grid spacing) real-data simulations wereratial attempt to produce realistic
simulations of the tornado outbreak and to exartieeémpact of MP schemes on the
evolution and interaction of the storms in the oedlx. It was found (Dawson et al.
2007) that, at such a grid resolution, cold pocokrgjth and size were both
consistently over-predicted, for each of the MPesas examined. Thus, to examine
the impact of microphysics in more detail, we tuthe a systematic set of idealized
simulations that use a single sounding to defimeahvironment and do not include
radiation or surface physics processes. Theseizddakxperiments are the main
focus of Chapter 5. Chapter 6 will address a netvo$ high-resolution real-data
simulations. Because the sounding used by thesdizéd simulations was extracted
from a real-data simulation, we briefly describe #arly real-data experiments here.
The real-data simulations used a 3-km horizontal gpacing and were run with full
physics, including surface and radiation physias arl.5 order TKE-based subgrid-
scale turbulence closure (Xue et al. 2001). Tld djmensions were 1440x1440x20
km?® (see Fig. 4.1). Vertical grid stretching was emypH using 53 vertical levels
starting with 20 m grid spacing at the low levelsitial analysis background and the
lateral boundary conditions came from the North Aoz Regional Reanalysis
(NARR, Mesinger et al. 2006) at 3 hour interval§ifteen-minute intermittent

assimilation cycles were performed over a 1 houioderom 2100 to 2200 UTC, 3
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May 1999, wherein radar data (reflectivity onlyprfr the Oklahoma City WSR-88D
radar (KTLX) were assimilated via the ADAS (ARPS t®aAnalysis System,
Brewster 1996; Zhang et al. 1998; Brewster 2002;et@al. 2006) cloud analysis
scheme at 15 min intervals. This captured sontkeoéarly stages of development of
the two initial supercell thunderstorms, labeledd B in Fig. 3.2, that formed in the
afternoon. Storm A started to spawn tornadoe2ldtl UTC (1641 CDT). The
ADAS analyses at 2100 and 2200 UTC also includedeotional surface and upper
air data plus the Oklahoma Mesonet data. A fotewas then launched from the
2200 UTC analysis and ran for 7 h. We tested @ tftfive MP schemes or their
variations. They include two variations of the Ischeme wher®\,, was set to the
default Marshal-Palmer value of 8.0 x®1@* (LINA) or to a reduced value of 4.0 x
10> m™ (LINB). The other three forecasts used the SM, &M TM versions of MY
scheme, respectively (Table 4.1). All forecasts atberwise identical. The
experiment naming convention throughout the chagtelrthe rest of the dissertation
will follow the templatgdx][scheme] where[dx] denotes the horizontal grid spacing
and [scheme] denotes the MP scheme/configuration as given ibleTd.1. For
example, experimerBkmMY2has a 3-km grid spacing and uses the MY2 scheme.
Table 4.2 indicates the values of the intercepampater for each of the precipitating
categories for each of the SM schemes, where aidic The parameters in Table

4.2 also apply to the idealized simulations, taiseussed in Chapter 5.
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Fig. 4.1. The 3 km model domain. The locationthod

subdomain shown in Fig. 4.2 is indicated by thedbol
rectangle.

Table 4.1. List of 3 km real data experiments uslifigrent microphysics schemes or

variations.
Microphysics Description
scheme/configuration
LINA Based on Lin et al. (1983) and Tao and Simpg®93)
LIN scheme withNo, reduced from default value of
LINB 8.0x10 m” to 4.0x16 m*
MY1 Single-moment version of the MY schentgpfedicted)
MY2 Double-moment version of the MY schengeafidN;
predicted)
MY2DA As in MY2 but with diagnostic relations for
MY3

Triple-moment version of the MY schemg N; andZ
predicted)
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Table 4.2. Intercept parameter values for predipijecategories
used in the experiments with single-moment micreptsy
schemes. Here, MD stands for a monodisperse distyiih and
f(T) refers to the temperature-dependggntused for cloud ice
(see MYO5D).

Scheme LINA LINB MY1
Nor (x 10° m™) 8.0 0.4 8.0
Noi (x 16 m™) MD MD f(T)
Nog(x 10° m) 3.0 3.0 3.0
Nog(x 10 m*) NA NA 0.4
Non(x 16 m™) 0.04 0.04 0.04

4.2 Results

Figure 4.2 shows surfac® and reflectivity for each of the five real-data
simulations at 2 h, valid at 0000 UTC 4 May, togetith the corresponding ADAS
analysis. Compared with the analysis, all simatetiover-predict cold pool strength
and area coverage, and this is particularly truéemms of moisture (not shown).
However, significant differences exist among thenwations, with 3kmLINB
showing the weakest and smallest cold pools, ZkmdMY1showing the strongest.
3kmMY2and 3kmMY3have the most realistic reflectivity structure aintensity
overall, particularly in the hook echo and forwdahk regions, although the size of
the forward flank regions is somewhat over-predicte/ertical cross-sections (not

shown) through the simulated storm downdrafts imgichat in all cases, the dry,
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low-6&; air in the cold pools comes primarily from the Andposphere and is brought

downward by the large downdrafts.
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Fig. 4.2. Surface equivalent potential temperatshaded), reflectivity (contours, 20
dbZ intervals), and wind vectors (plotted everyril gpoints) for a) 0000Z ADAS
analysis with overlaid base reflectivity from KTLeddar, b) 3kmLINA, ¢) 3kmLINB,
d) 3kmMY1, e) 3kmMY2, and f) 3kmMY3 runs. All fiegs are from the 2-h forecast
valid 0000 UTC for each run, initialized at 2200 ©.TOnly a portion of the full 3-km
domain centered over central OK is shown.

The fact that even the multi-moment MP schemesym®averly intense cold pools
leads us to suspect that other factors, such aselagvely coarse resolution, might
have played a role. For example, at 3-km resoluttbe downdraft size may be

exaggerated and the resolution does not allow deqaate turbulence activity that
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can cause significant mixing between downdraftaaid its surroundings. For this
reason, we seek to perform more experiments at rhigtter resolutions. To have
more flexibility with the experiments that focus tire examination of the effects of
resolution as well as MP schemes, we turn in tHeviing chapter to simpler

idealized experiments that utilize a single sougdio define the environment.
Chapter 6 will return to the real data case withoaplete set of experiments at

sufficiently high resolutions.
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Chapter 5 Idealized Stor m-scale Numerical Simulations of 3 May
1999 Outbreak

5.1 Introduction

In this chapter, we report on high-resolution (3-&msmaller horizontal grid
spacing) real-data and idealized simulations okegstgl storms in the 3 May 1999
Oklahoma City tornado outbreak, with an emphasis comparing idealized
simulations using MM-MP with those using SM-MP widlferent values of the rain
intercept parameteNy.. Since other studies have examined the sengitivit
simulated supercell storms to parameters in a SMme, we will instead focus on
the results obtained with the MM schemes and tharstdges and disadvantages over
using the more common SM approach. Specifically,slvow that certain important
advantages that MM schemes have over their SM equantts with regard to their
treatment of evaporation and melting effects onpfeglicted DSDs of rain and hail
help to control the cold bias seen in many simdlanvective storm downdrafts and
associated cold pools. A budget analysis of therntodynamically-active
microphysical processes (primarily melting/freeziegaporation/condensation, and
collection between liquid and ice categories) amdeaamination of trajectories
within the low-level downdrafts will be performed.

Two BMP schemes are examined, one based on thdgpdpn et al. (1983)
ice MP scheme, with modifications by Tao and Simmp$b993). This scheme,
hereafter referred to as LIN, is the default ice s&Reme in the Advanced Regional
Prediction System (ARPS, Xue et al. 2000; 2003, thmerical model used in this
investigation. The LIN scheme is a SM 3-classsckeme that predicts the mixing

ratios of cloud water, rain water, ice crystalspwraggregates, and graupel/hay, (

54



O, G, Os Og Oh respectively), while holding the intercept pargnefor each
precipitating species -- rain, snow, and graupél/kafixed. The cloud and ice
species are assumed to have negligible terminalciels and are described as
monodispersed.

The other BMP used is the MM-MY scheme describedViviO5a,b. As
discussed in Chapter 2, the MY scheme has reckedly incorporated into the ARPS
model. The scheme predicts up to three momenteeoDSD for each of the five
classes of precipitating hydrometeors (rain, igsteds, snow, graupel, and hail), and
two moments for cloud water, which is assumed teeheegligible terminal velocity.
The cloud water DSD is specified as a gamma digioh with two specified shape
parameters (MYO05b). Note that the MY scheme costaeparate categories for
graupel and hail, in contrast to the LIN schemecWwiiombines hail and graupel into
a single category. The three predicted momentdYnare M,(0), My(3), andM(6),
proportional to the total number concentrathdg the mixing ratiogy, and the radar
reflectivity factorZ,, respectively. With the full triple-moment (TMyrimulation, all
three parameters in the gamma distribution in &) \ndependently, while for the
DM and SM versions, one or both of these parameteist be fixed or diagnosed, as
in the case of the diagnosticversion of the DM scheme. Throughout this chapter
we will refer to this scheme with the abbreviatidi¥1, MY2, MY2DA, and MY3
to signify the number of moments predicted. Here2IDA refers to the diagnostie-
scheme, as described in MY05a,b. For further Idetan these schemes, see the

discussion in Chapter 2.
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This chapter is organized as follows. Sectionde&cribes the methodology
of the idealized experiments, section 5.3 discussesresults of the 500-m grid-
spacing experiments, including budget and trajgcamalyses. Section 5.4 discusses
the 250 m grid-spacing experiments. Further dsoasof the results and broader
implications are found in section 5.5, and sec&o® summarizes the chapter and

discusses ongoing and future work.

5.2 Experiment design

Idealized experiments allow us to focus on theot$fef the MP schemes and
allow for a large set of experiments at high resohs before retuning to more
realistic settings. Bryan et al. (2003) suggesas tesolutions much higher than 1 km
may be necessary to properly resolve convectioe. cduct a series of simulations
at 1 km, 500 m, and 250 m horizontal grid-spacingsd included %-order
computational mixing whose coefficients are 0.00@60015, and 0.002 s
respectively, for the three resolutions. The vattgrid setup is the same as the real-
data experiments discussed in Chapter 4.

The same MP configurations as in the real-datalsitions in Chapter 4 were
used, namely, LINA, LINB, MY1, MY2, and MY3. The ¥2 scheme with
diagnostica (MY2DA) was also tested. The sounding used waseted from the 1-

h forecast (valid at 2300 UTC) @&kmLINA at a location that was determined in
reference to the Oklahoma surface Mesonet obsensto be more representative of
the unstable inflow region of the storms during #daly stages of their tornado-

producing phase. The observed Norman, Oklahoma (Gidhhding at 0000 UTC 4
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May 1999 is believed to represent more of the emwirent after the storms reached
maturity.

This extracted sounding has a similar wind profiethe observed OUN
sounding, but the temperature and moisture proéilessignificantly different (see
Fig. 5.1). Figure 5.2 shows the vertical profile &g for the OUN and extracted
soundings. The vertical gradient éa above the boundary layer is similar in both
soundings, as is the minimum value, but the heafjtite minimumée is higher in the
extracted sounding. Thé. values in the boundary layer differ significantly,
indicating higher temperatures and moisture conitenbhe extracted sounding. As
the observed storms matured and moved furtheramashorth toward the Oklahoma
City area, they encountered slightly lower surfaeeperatures and dewpoint
temperatures, corresponding to an increased cajpeed low-leveld. as seen on the
observed sounding. The large CAPE difference batwke two soundings is due to
the cooler surface temperatures in the observeddsog as well as the fact that the
observed sounding was truncated in the upper leeelsat a full CAPE calculation is
not possible. With the strong cap and the absefheay mesoscale or synoptic scale
forcing in the idealized simulations, the obsersednding was found to be unable to
sustain storms in the model. This is another redisanwe chose to use the extracted

sounding.
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For both the 1-km and 500-m simulations, a gridl@8x175x20 km was
used. Convection was initiated with an ellipsoidaérmal bubble of maximum
potential temperature perturbation of 4 K with aitantal radius of 10 km and
vertical radius of 1.5 km, centered 1.5 km aboveugd, and 35 and 25 km from the
west and south edge of the domain, respectivehe simulations were run out to 2 h.
For the 250-m simulations, a smaller 64x64x2C’ Igrid was used, and the initial
thermal bubble has the same dimensions and locatiative to the southern and
western boundaries. In addition, for the 250-musations only, the environmental
sounding was modified to remove the mean stormandt keep the storm within

the smaller domain. Finally, the 250-m simulatiorese performed only for the MY
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suite of MP schemes. The idealized simulationsndidcontain radiation forcing or
surface fluxes. While the absence of surface @mctmay affect the cold pool
propagation somewhat, its inclusion tends to mothfy environmental wind profile

over time, which is undesirable for the purposethe$e simulations.

5.3 500-m simulations
5.3.1 Cold pool structure

Even with the extracted forecast sounding, theaingtorm in the single
sounding experiments at 1 km horizontal resolutimtayed in less than 1 h; a
sustained storm could not be maintained. Withis ithitial period, LINA and MY1
exhibited more rapid cold pool development thanM¥¢2 and MY3 schemes (not
shown). At 500 m resolution, most experiments poed a storm that lasted through
most of the 2-h simulation (Fig. 5.3). Comparedhe 3-km real-data experiments,
the differences in cold pool strength between theg&d MM runs at these higher
resolutions are greater, as can be seen from thaukface temperature, dewpoint,
and . perturbation fields, plotted in Figs. 5.4, 5.5d&n6, respectively. The cold
pool structures in the DM and TM runs are similad @are much smaller and weaker
than those in the SM cases5fOMLINA and 500mMY1The SM runs§00mLINA
500mLINB and500mMY1} also vary significantly amongst themselves inmigrof
the cold pool strength and size, wBBOmLINBhaving the weakest (in terms &j)
and smallest cold pool, consistent with the redudgdvalue used500mLINBIis
overall similar in cold pool size and strength he MM runs. These results are also

consistent with previous studies on the impactarfymg No;, or No,, (Gilmore et al.
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2004; Snook and Xue 2006; 2008), or alternatiigly (van den Heever and Cotton

2004).

90 - LINA
— —LINB

80 - - - -MY1 A
MY2 /\

A70 = —IMY2DA / ~\
/

0 900 1800 2700 3600 4500 5400 6300 7200
time (s)

Fig. 5.3. Domain-maximum vertical velocity vs. tifoe the 500-m simulations.

Interestingly, the supercell storms in the SM ruwith the exception of
500mLINBare generally characterized by a prominent colal pothe forward-flank
downdraft (FFD) region at the surface, whereasliheand TM schemes produce a
much weaker or even non-existent cold pool in tegion, a region where the FFD is
defined in the classic supercell conceptual modeg,( e.g., Doswell and Burgess
1993). This latter result compares favorably wdkailable surface mesonet
observations in the forward flanks of the two mpgiminent supercells on 3 May
1999 (Fig. 5.7); the observations show temperatigfecits of at most 2 — 3 K and

dewpoint temperatures that actually increase #jightThis is consistent with the
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slightly-subsaturated boundary layer inflow air tee lower levels being driven

toward its wet-bulb temperature by evaporationatifrfg rain. The MM simulations

appear to reproduce these conditions in the fordlark, while the SM500mLINA

and 500mMY 1simulations have temperature and dewpoint defimitgsistent with

drier, lower#; air from higher levels reaching the surface indbendrafts.
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Fig. 5.4. Surface temperature perturbation (grdgs@led contours)

(heavy contours

15 m™ for the 500-m simulations at 3600 s: a) 500mLINg,

c) 500mMY1
Vectors in this and all subsequent figures, unigissrwise noted
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500mLINB

aml 500mMY 3.
are ground-relative.

d) 500mMY2, e) 500mMY2DA
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dot-dash line. The thick vertical black bar mattks time of the image in panel (c).
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5.3.2 Réflectivity structure

In terms of the reflectivity structure in the fomslaflank region, those in the
DM and TM simulations also compare better to theeokations in both shape and
orientation (compare Fig. 5.7c,d with Fig. 5.4). dddition, the spatial east-west
gradient of the reflectivity field in the forwardahk is more realistic with the

MY2DA and MY3 schemes than with MY2. This is bekel to be related to the
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excessive hydrometeor size-sorting associated tiwéliMY2 scheme wheny = 0, as
discussed by MYO05a. To confirm this, we repeategearment500mMY2in which
the size-sorting process was turned off by settiveg fall speed for total number
concentratiorNy equal to that of mixing ratioy for all categories; in this case, a
smaller forward flank region with a weaker refleityi gradient was obtained (not

shown).

5.3.3 Spatial structure of selected microphysical fields

To better determine the main microphysical procesesponsible for cooling
in the downdraft regions, instantaneous rateslgratesses that contribute to either
heating or cooling in each MP scheme are analyz&d.will be discussed in the
budget analysis section, it is found that meltihgail and evaporation of rain are the
most significant contributors to cooling in the daWaft regions, which is consistent
with a previous numerical study of microburst-prodg storms by Straka and
Anderson (1993). Figure 5.9 shows the rain wating ratio (), instantaneous
evaporation rate, and negative vertical veloeitycontours (downdrafts) at 500 m
AGL and 1 h of the 500-m simulations. Figure 5stibws the same fields but
through the vertical cross-sections indicated ig. Bi.8. Figures 5.11 and 5.12 are
similar, but show the corresponding fields for haiith hail melting rate shown in the
place of rain evaporation rate and horizontal ceessdions are at 1.5 km AGL. It can
be seen that significant differences exist betwibeninstantaneous rates associated

with different MP schemes, and in particular betwt#ese of SM and MM schemes.
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The SM schemes show larger magnitudes and greatecal depths in both
evaporation and melting rates, and overall stromgavndrafts as compared to the
DM or TM schemes, except thiB®0mLINBshows the smallest rain evaporation rates.
The hail melting rates of the SM schemes, howdvwvave similar vertical structures,
both having significant melting reaching all theywa the surface. In contrast, the
MM schemes all show elevated regions of hail mejtinith little of it found below
500 m AGL. In addition, the SM schemes tend todpoe pronounced FFDs that
reach the surface, whereas the MM schemes fealevatedrFDs, FFDs that do not
reach the ground. Romine et al. (2008) found simisults in their study of the 8
May 2003 Moore, OK supercell, but attributed itledst partially to the relatively
weak FFD being unable to penetrate the cappingsioe present in the environment
of the storm. In the present study, however, rppitey inversion is present, and thus
it appears that the differences are mainly reléethe different MP schemes used.

Instantaneous fields at other times indicate sinsilaucture (not shown).
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5.3.4 Budget analysis

A greater understanding of the differences in th&es of the various
microphysical processes within the low-level dovaidin different simulations can
be obtained by performing detailed budget analg$éise microphysical source terms
related to temperature change. At any point, ithhe rate of change of temperature

due to phase changes of water can be written as

(12)
where the subscriphp denotes microphysical phase changes, &pdncludes all
source and sink terms involving phase changes eérwaThe processes include
evaporation and condensation of cloud water; ewsor of rain; melting and
freezing of ice crystals, snow, graupel, and tzail collection (freezing) of cloud and
rain by each of the above ice categories. Moghefprocesses are common to the
schemes examined in this study. However, sincé.iNescheme does not contain a
separate graupel category, the associated procgsast active. In addition, neither
the LIN nor MY scheme allows for condensation gbmaonto rain.

To determine the most important processes and hew differ among the
simulations, the instantaneous rates of these gsesewere output at 30 s intervals
for each of the simulations for two 30-min intezal800-3600 s, and 3600-5400 s.
Total cooling/heating is calculated for each of gh@cesses by integrating the

thermal energy change within each grid cell thdtdkow 4 km AGL and has vertical

velocity less than — 0.5 ni'{defined as the downdraft region) and over eacthef

30 minute period using a 30-s time step, &k, = Z(pCpATmprAyAz), where p

ikt
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is air density andAx, Ay and Az are the local grid spacing ¥ y andz directions,
respectively.

The bulk heating/cooling budgets for the processesshown in Fig. 5.12 for
the 500-m simulations, in units of gigajoules (GM). general, the MM simulations
are very similar in magnitude of total cooling, Wehihe SM simulations differ from
each other and from the MM simulations. The dédfere in total downdraft cooling
between500mLINA and 500mLINB is significant and directly attributable to the
smaller fixedNo, value used, which has a first-order effect on e@sing the rain
evaporation rate. Of all the ruf S)OmMY 1has the greatest magnitude of cooling,
including that due to evaporation of rain. Eveoutph the same intercept parameters
were used irb00mMY land500mLINAfor all precipitating species, other differences
in the schemes, such as in the treatment of thedctategory and the fall speed
relation for the rain category are possible reagonghe differences in total cooling.
The reason for the large differences between the mihg (collectively) and the SM
runs is less clear, sind®y is allowed to vary in time and space for a giveecsesx.
Vertical profiles of horizontally and time-averagealues (using the same criteria as
in the budget analysis for the downdraft region) mixing ratio, number
concentration, mean-mass diameter, and shape paraimerain (Fig. 5.13) and hail
(Fig. 5.14) were computed for the 500-m runs. Ogifid points with non-zero
hydrometeor content were included in the averagifigese plots suggest that two
main differences between the MM and SM runs couatelio the smaller magnitudes
of cooling in the low-level downdrafts in the MMs&s: 1) the generally smaller mass

contents of rain and hail in the downdraft, andtt® overall larger mean-mass
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diameters of the particles in the MM runs. Indemggrage number concentrations of
rain are 1-2 orders of magnitude smaller in the ks than in the SM runs, while
the mixing ratios are only a factor of 2 or lesswéo through most of the depth of the
low-level downdrafts. This is reflected in tbg, profiles (Fig. 5.13c), which indicate
significantly larger average raindrop diameterthexMM runs over most of the depth
of the low-level downdraft. For hail, all simulatis show a tendency for the mixing
ratio to decrease towards the surface, with the rBMs maintaining significantly
higher mixing ratios through most of the depth tipatarly in the low levels, where
they are approximately a factor of 10 larger tHae MM runs. Below about 1 km,
the average number concentration of hail in the Kis decreases rapidly, along
with the mixing ratio, which reflects the loss betsmall end of the spectrum of hail
to melting, while the fewer, larger hailstones sug\by virtue of their increased fall
speed. In the SM runs, in contrast, the numbercemmnation of hail remains
relatively high, being monotonically-related to timéxing ratio. Size-sorting in the
MM schemes is at least partially responsible fa differences. The larger mixing
ratios and number concentrations of both rain aaitl ih the low-levels leads to

greater cooling by evaporation and melting in ter8ns over the MM runs.
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Fig. 5.12. Bulk thermal energy change,AT) from microphysical
processes in the low-level downdraft (defined agradl boxes below 4 km
AGL with w < 0.5 m &) between a) 1800 s and 3600 s and b) 3600 s and
5400s for each of the 500-m simulations.
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shape parameter.
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Fig. 5.14. As in Fig. 5.13 but for hail.

75



5.35 Trajectory analysis.

To investigate the source of the air that contebub the development of the
surface cold pool within these simulations, trapegtanalyses are performed. We
examine trajectories terminating just above théaserin the cold pool. We examine
groups of 9 trajectories that terminate near theimmam ¢, at the surface near the
reflectivity core after 45 min of simulation timerfeach run (see Fig. 5.15). The
relatively early time is chosen to minimize nonanelifferences in the development
of the broad features of each storm, when compdhedrajectories. For each group
of trajectories, averaging is performed across @dithe trajectories at a given point
in time, for each time, to yield a single “ensemalerage” trajectory. For a parcel
that is undergoing saturated pseudoadiabatic oatureged adiabatic descent and
does not mix with its environmen#, is conserved. The approach to the trajectory
analysis we use here is similar to that of Gilmanel Wicker (1998), although they
examined4,, which is conserved under the same condition& ased here. For this
study, we use the definition @ found in Bolton (1980). In principle, assuming
conservation of, the source level of the air entering the surfeale pool via the
convective downdrafts can be determined by comganiith the vertical profile ot

in the environmental sounding.
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By examining trajectories in this manner, it becemessible to determine the
relative importance of melting and evaporation witthe downdrafts that reach the
surface for the different MP schemes, while sirnétausly testing the hypothesis that
cold pools with loweré. are formed from air that has descended from nudke
where the lowest values @t are found. Figure 5.17 shows the average height v
time for the trajectory group terminating near th@imum surfaced. for each of the
simulations. It can be seen that the trajectanethe SM runs tend to come from
higher up, roughly between 2 and 3 km AGL, abowelibundary layer, within the
region of lowé; (c.f. Fig. 5.2), while those in the MM runs aliginate lower down,
at about 1 km AGL, within or near the top of thaubdary layer. This is true even
thoughé.is not actually conserved along the trajectoriBgabatic processes such as
turbulent mixing and melting of hail can both letm non-conservation ob..
Examination of &, along the trajectories in each run (not shownjcateés a general
trend of decreasing. by several degrees, likely due to both of the eaf@ntioned
processes. Thugk is still useful as a qualitative proxy for initigarcel height.

Figure 5.18 shows time series of instantaneous ktieegs rates (trajectory
ensemble average). The SM runs all (except for emiaporation in LINB) show
significantly greater magnitudes of evaporatiorrah and melting of hail than the
MM runs. For example, the peak average coolingsratong the ensemble trajectory
for rain evaporation are 16.3, 6.0, and 33.7 3 &} for LINA, LINB, and MY1,
respectively, while they are 4.0, 7.7, and 6.9 3 &jfor MY2, MY2DA, and MY3,

respectively.
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Fig. 5.16. Average height vs. time for each of tregectory groups
shown in Fig. 5.15 for each of the 500 m runs.
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5.4 250-m Simulations

The results of the 250-m experiments are genesatiylar to those of 500-m,
though a few important differences are to be notBdyure 5.19 shows the domain
maximum vertical velocity for the 250-m simulationMaximum vertical velocities
across the simulations range from approximatelyr3s' to 60 m &, which are in
general slightly higher than the corresponding eslin the 500-m simulations (c. f.
Fig. 5.3), which range roughly from 20 rit # 50 m &, except in500mLINAnear
the end, where the updraft intensifies rapidly &ues above 80 m's Also, the
variation in maximum updraft magnitude is decreaseitie 250-m simulations, with
all of the simulated storms maintaining a relatyvelable updraft throughout the 2-h
period. Qualitatively, the structures of the siatatl storms and their associated cold
pools at the 250-m grid spacing are very similar th@ir respective 500-m
counterparts (Fig. 5.19), suggesting that furtrefmement of the horizontal grid
spacing beyond 500 m brings out little additiogaalitativedifference in storm-scale
structure and behavior, at least inasmuch as tpadtof the MP parameterization on
reflectivity and cold pool structure are concernéddbudget analysis was carried out
on the 250-m simulations using the same criterifoashe 500-m simulations, and
the results are shown in Fig. 5.20. It can be ilgagken that the downdraft
microphysical processes in the 250-m simulationserms of bulk thermal energy
changes are very similar to the 500 m simulations.

For these reasons and the sake of brevity, we noill discuss the 250-m
simulations further here. Nevertheless, otheedsfices between the 250-m and 500-
m runs, such as the differences in the maximumaipadrtensities noted above, can

be significant and are likely tied to the actualcammt of turbulent energy being
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resolved versus that parameterized on the subggié.s This topic can be pursued in

future work but is beyond the scope of the curstmdly.
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Fig. 5.20. As in Fig. 5.12 but for the 250-m sintigas.

5.5 Further Discussion

The results of this study indicate that a signiiicanprovement in various
features of the simulated supercell storm occurerwmoving from SM to DM
microphysics. In the context of this study, a miostresting result is the dramatic

reduction in cold pool intensity and size betwe®s®n $M (when typical values for the
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intercept parameters are used) and DM (and higielations, which is consistent
with the findings of MY06b, who also found signdiat improvements in simulated
supercell features when moving from SM to DM. Bxamination of instantaneous
fields and the budget and trajectory analyses atdgcthat both melting of hail and
evaporation of rain are reduced in the MM simuladio In addition, far greater
variability is seen among the SM runs than amorg MM runs. This can be
attributed to the different values of fixé: used between5S00mLINA and
500mLINB and the differences between the LIN and MY scteemegeneral. The
overall lack of variability in the MM runs may peity be attributed to the fact that
all are different versions of the same BMP, butentheless indicates that, beyond
DM, at least as far as cold pool thermodynamic ertigs are concerned, relatively
small qualitative differences are seen (also ctaisisvith MY06b). We now further
discuss the reasons for the large differences leet\8&1 and MM.

First, we discuss the well-known sensitivity of peeation and melting to
changes in the intercept parametds. Considering only rain evaporation, for
simplicity (arguments for hail melting are qualwaly similar), we note that the
parameterization of bulk evaporation of rain usedhe MY scheme is given by Eq.
(7) in MYO5b. Noteworthy is the fact that, neglagtthe ventilation term, the bulk
rain evaporation rate is directly proportional he intercept parametdl,. All other
things being equal, a reduction My, will produce a corresponding reduction in
evaporation rate. The ventilation term, howevelp$ to counteract this tendency
somewhat by accounting for enhanced evaporatiotargler drops due to better

ventilation. However, as pointed out by Cohen BtuCaul (2006), these drops also
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fall faster and thus have less residence timeearath which is parameterized in bulk
schemes by a larger mass-weighted terminal faéépar the drop population.

The dependence of evaporation rateNgnexplains the strong sensitivity to
cold pool intensity and size seen in previous ssitNith SM schemes that varied the
value of Ngx for rain and/or hail. However, as has been fobgdobservational
studies and previous numerical simulations with DI2; No, can vary in time and
space, even within the same convective system, asidietween the convective and
stratiform regions of a squall line — the so-callég-jump”(Waldvogel 1974; Ferrier
et al. 1995; Morrison et al. 2008). Thus, a fixgobal value ofNo, may lead to large
errors, even over the course of a simulation odiptien of the same case. As
previously discussed, a DM scheme alldwgto vary independently and presumably
consistently with the dynamical and microphysicabgesses. For a given
precipitation eventNox may be on average larger, smaller, vary greattyyary
slightly. This inherent flexibility is a primaryeason MM schemes are attractive,
because they effectively remove some of the diffjcin choosing the “correct”
parameters in a SM scheme for a given situation.

In the MY2 simulation, where the shape paramejewas fixed at O for all
precipitating categories, corresponding to expaakdistributions, it was shown that
values ofNk were significantly reduced in the downdrafts fottbrain and hail for
comparable or smaller mixing ratios than in the S§Mulations, which is equivalent
to shifting the DSD toward larger diameters, andespondingly reducintylox, for a
given mixing ratiogx, which in turn leads to lower evaporation or nmgjtrates. For

the MY2DA and MY3 simulations, the physical meanofgNox changes, due to the
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dependence owny, which is allowed to vary over a wide range ofipes values. It
can be shown that an increasedngiven g« and Ny actually enhances evaporation
because, while the DSD spectrum narrows and thebersmof both largest and
smallest drops decrease, the number of drops inmidele part of the spectrum
increases such that the total surface area ofitygsdncreases (Cohen and McCaul
2006).

MYO05a found that size-sorting is one reason forlénger values oDy (and
thus smalleNpy in the exponential MY2 case) at the low levelss ttuthe differential
fall speeds of the number concentration and mixat fields, with the latter falling
faster than the former. Physically, this trangldt larger raindrops and hailstones
falling faster than smaller ones. The larger phasi evaporate or melt less efficiently,
leading to smaller magnitudes of evaporation andtimgerates in the low-level
downdrafts. In a SM scheme, however, a singlesfadled is used for all particles in
the distribution. For most SM schemes, including tnes used herein, that predict
mixing ratios, the mass-weighted mean terminaldpfled is used. This leads to the
unphysical behavior of the smallest particles gllitoo quickly, and the largest
particles too slowly. Since more small particles allowed to reach lower levels,
this directly translates into larger, unphysicalagoration rates in the low-levels (cf.
Fig. 5.9).

In addition to the effect of size-sorting, for a Sddheme that fixe®No,,
evaporation of a population of raindrops necessaidlds an increase in slope. This
leads to yet another unphysical behavioral chanatiteof SM schemes that fiXo.

An increase in slopg, for an exponential distribution, while reduciggand holding
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Nor constant, is physically equivalent to reducing tomcentration of the largest
drops from the distribution faster than the concidn of the drops at the small drop
end of the spectrum, a result contradicting physictuition and the results of

detailed studies of evaporation within rainshaéigy( Tzivion et al. 1989; Li and

Srivastava 2001). It can be seen that evaporatitime fixedNo, case actually shifts

the entire population of drops towards smaller @itars, leaving a considerable
number of small-to-medium-size drops contributimghigh evaporation rates; in
reality these drops are likely to be quickly deptei(except for perhaps the very
smallest drops; see previous references). It ievsel that these two unphysical
effects together are primarily responsible for tame evaporation rates and the
attendant strong downdrafts and cold pools seemany past and contemporary
simulations of convective storms using typical Sthemes. However, SM schemes
that specify the mean-mass diamddgy or characteristic diameté,y (e.g., van den

Heever and Cotton 2004) instead My would not suffer from this particular issue
(the increase of slope during evaporation), whike issue of sensitivity to the choice
of parameter values still remains. On the othedha the MM schemes used in this
study, the slope (and thi,,) is assumed to remain constant during the proscess
evaporation (but not melting of hail, whei®,, decreases during the melting
process). As such, evaporation would reduce qo#imdN; at the same relative rate,
leading to a corresponding reductiorNg for the exponential DSD case. Physically,
this translates to individual particles across distribution being shifted down the
spectrum towards smaller sizes as they evaporate,tihe population as a whole

maintaining the same mean mass. The smallest deape the distribution at the
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small end by being converted to vapor, a processhnmuore physically reasonable
than the SM case. This DM closure assumptionHerrate of decrease My, is still

not entirely correct, however, since it impliesttttee mean-mass drop diameter does
not change due to evaporation, and thus overestemthie rate of decrease M
(Seifert 2008). Nevertheless, it is a distinct ioygment over the fixebtlh,
assumption used in most SM schemes.

To test the above hypotheses regarding the effd#fcsze-sorting and the
differences between the treatments of pure evaparat the SM and MM cases, we
performed idealized 1D simulations of a distribatiof rain drops falling in sub-
saturated air, using all four versions of the MYheme. To cleanly isolate these
effects, the simulations were made as simple asilges while still being physically
reasonable. The following restrictions were apmplienly the processes of rain
evaporation and sedimentation were modeled and atission or breakup was
allowed (the reader is referred to Feingold et(#891) for a discussion on the
importance of these effects on evaporation). Thesphere was assumed quiescent
and isentropic with a base state potential tempezaif 300 K, a surface pressure of
1000 hPa, and a constant relative humidity of 6. feedback from the evaporation
of the falling rain to the atmosphere was allowedither the temperature or moisture
fields. Physically, this is equivalent to assumihgt the rain is falling into a region
where air is continually being replaced by subisdéd air at a particular potential
temperature. Since the convective downdrafts s $tudy were sub-saturated and
were characterized by entrainment of dry mid-legalironmental air, this is a

reasonable assumption for the purposes of thetse t&sthe top boundary, rainwater
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with an exponential distribution and a mixing ratibl g kg* was specified as the
boundary condition for the falling rain field, wit constant intercept parameter of
8.0 x10 m™* -- that of the well-known Marshall-Palmer distrilmn (Marshall and
Palmer 1948). The initial rain mixing ratio wagaéside the domain. The vertical
grid spacing was a uniform 100 m over a depth ki and a time step of 5 s was
used.

The results of the tests are summarized in Fidl.5.ld addition to the four
control simulations shown in Fig. 5.21a-d wherehl®ize-sorting and evaporation are
active, results using the MY2, MY2DA, and MY3 schemmbut with size-sorting
turned off are also shown (Fig. 5.21e-g) The waltprofiles all reached a steady
state after approximately 30-45 min and thus thatel5 min are shown. As
expected, the MY1 scheme shows the most evaporatien the greatest depth,
followed by the MY3, MY2DA, and MY2 schemes in ordef decreasing
evaporation. The removal of size-sorting leadsttonger and deeper evaporation,
though not as great as the MY1 case.

As discussed previously, in the MM schemg, and A, vary independently
as a result of (1) size-sorting, and (2) evaponaéiod melting, as well as from other
processes not considered here (i.e. those whichtteaverall smaller magnitudes of
mixing ratios of rain and hail in the MM runs iretffirst place). In contrast, the SM
schemes by nature impoaeoriori a single-valued functional relationship Ngx and
Ax. It is worth emphasizing at this point that s&eting cannot even be modeled
without allowing independent variation of the disttion parameters (e.g., one

cannot fix Nox and still model size-sorting). The results of th® column
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experiments using the MM schemes corroborate tinenaent that size-sorting on one
hand, and the improved treatment of evaporatiothenother, both lead to reduced
evaporation of a falling rain shaft, and by extensiweaker, shallower downdrafts
and weaker cold pools, relative to the SM schemdgmin, in the case of size-sorting,
the SM schemes cannot model this process, antigindse of evaporation, the MM
schemes are free to specify a different relatigndd@tweenNy, and A, relative to
other processes (in this case, by fixiggnstead ofNo,). It should be noted that in a
more realistic scenario, the cooling by evaporatimuld tend to drive a downdratft,
and thus, in the case of the 1D MY1 simulation (Bi@1a), where most of the rain
actually evaporates before reaching the grounttoag convective downdraft would
tend to lead to a downward displacement in the pédake evaporation rate profile,
as well as leading to moig at low levels. Similar arguments apply to theeoth
schemes, but obviously dictated by the respectivengths of the diabatically-
enhanced downdrafts. Finally, the results of tBesimulations suggest that size-
sorting has a significant impact on total evaporain a falling rainshaft. However,
sensitivity tests that turned off size-sorting e tfull 3D model resulted in only
slightly stronger and larger cold pools (not shgwsyggesting that the combined
impact of many other processes may dominate oveeffect in more realistic cases.
The relative importance of size-sorting versusdtier processes considered here is

still under investigation.
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Fig. 5.21. Vertical profiles of rain mixing ratig. (kg kg*, solid), mean-mass
diameterDy,, (m, dotted), and evaporation rate (kg &§x1000, dashed) for the
simple sedimentation-evaporation column model Jav&1, b) MY2, c) MY2DA, d)
MY3, e) MY2 with no size-sorting, f) MY2DA with nsize sorting, and g) MY 3 with
no size sorting. Also shown in each panel is themalized total evaporation (NE)
over the previous 45 min relative to the MY1 scheme

5.6 Conclusion

In this chapter, we have performed high-resoluigrlized simulations of
the 3 May 1999 OK tornadic supercell thunderstorriibe goal of this study was to
test the impact of a new multi-moment (MM) micropltg scheme on the
development and evolution of the storms, and itiqadar on the downdraft and cold
pool properties. We found that the MM schemeganeral, performed better than

their single-moment (SM) counterparts employingidgp values of the intercept
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parameters. The MM schemes showed clear andisgmifimprovements in the cold
pool and reflectivity structures of the storms caingal to the observations. The MM
schemes showed overall weaker and moister coldspaediich is consistent with
available observations. In addition, the forwdehk region was more developed and
closer to the size and shape of the observed fdnflank regions of the mature
supercells on this day. This was attributed to frecess of size-sorting of
hydrometeors, which is reasonably handled in the Btilemes, but not in the SM
schemes (MY05a).

We further demonstrated through budget and trajg@nalyses that the MM
schemes yield less water mass (both liquid and)swlithe low-level downdrafts and
larger average patrticle sizes, both of which leadignificantly lower amounts of
evaporation and melting and associated diabaticingbo The vertical profiles of
evaporation and melting are also altered in the Btilemes, with significantly less
evaporation and melting near the surface, partilyula the forward flank region of
the storm. Thus, while the forward flank downdnafaches the surface at times in
the SM simulations, it remains elevated above tiiéase in the MM simulations,
which is more consistent with the observations.addition, the source region of the
air reaching the surface in the downdrafts is $icgmtly lower in the troposphere in
the MM simulations than in the SM ones, as is adstected by the highef, in the
cold pools of the MM storms.

Through an examination of the parameterized preses$ evaporation and
melting in the bulk microphysics schemes used is $tudy, we show that the MM

schemes have a few important advantages over thecBbmes in their treatment of
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these processes, which are mostly related to hewditbp size distributions (DSDs)
are allowed to evolve in the MM schemes. In paléic a proper treatment of size-
sorting of hydrometeors leads to more large padielt the low levels, and hence less
evaporation and melting there. Also, the changthenDSD during evaporation or
melting is handled in a more physical manner inNth schemes by allowinlo, to
decrease during the evaporation process, while &Mmes hold it fixed. Results
from a simplified column model highlighting sedint&ton and evaporation confirm
the role of the above processes. Taken togetheratbove two advantages with the
MM schemes, and possibly other direct and indiedticts, lead to a much better
representation of evaporation and melting in the-level downdrafts of the
simulated supercell storms examined in this study.

In the next chapter, we will discuss results ofmng work: a new set of real-
data simulations, similar to those briefly discukge Chapter 4, but with the smaller
grid-spacings used in the idealized simulationsgxamine the robustness of the
idealized results under more realistic settings.e Thtorm environment is
inhomogeneous and complete physical processeseagléd. The simulations are
conducted at high resolutions (250 m and 100 nmgxamine the impact of the MP
scheme on tornadogenesis. This is the MM extersfidhe SM study by Snook and
Xue (2008) that examined the microphysical effectdornadogenesis. Finally, in the
future, we wish to make a more rigorous compariebrthe results of the MM
simulations of the hydrometeor fields in the suplscwith observations, such as by

comparing with polarimetric radar retrievals of hyaheteor fields.
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Chapter 6 Real-data Simulations of the 3 May 1999 Outbreak

6.1 Introduction

In Chapter 5, idealized simulations of the 3 Ma@4%upercell storms were
conducted. In that chapter, the impact of SM ani¥ ¥hicrophysics on the
downdraft, cold pool, and reflectivity propertie$ the storms was analyzed and
reasons for the improvement in the simulation afheaf these features when using
the MM schemes were given. It was noted thatdealized results still needed to be
tested in a more realistic real-data framework ébednine the robustness of the
results. To that end, in this chapter, we turratoentirely new set of real-data
experiments. While the purpose of Chapter 5 wasamalyze in detail the
microphysical processes involved in the downdmat eold pool development, in this
chapter, we analyze the impact of the microphypmsmeterization, both SM and
MM, on the numerical prediction of the most sigraint supercell storm in the
outbreak, “storm A”, and its associated F5 torn#ut struck the towns of Bridge
Creek, Moore, and Oklahoma City, Oklahoma. The SR®odel is run in terrain-
following coordinates with telescoping nested gudsng inhomogeneous initial and
boundary conditions derived from 3DVAR analyses tbé atmosphere in the
afternoon and evening of 3 May 1999, as opposddetadealized simulations, which
used a single sounding specifying a homogeneousoanvent for the storm. In
addition, the model is run in full physics modecluding surface and radiation
physical parameterizations, as opposed to the atiook in Chapter 5, which

neglected these processes and assumed flat, éexaght
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The layout of this chapter is as follows: in sectbwe provide an overview
of the numerical experiment setup, which includested grids at 3 km, 1 km, 250 m,
and 100 m horizontal resolutions; in section 3 vgeuwks the results of the 3 km and 1
km grid simulations; in section 4 we present resaftthe 250 m simulations, with a
particular emphasis on the RFD thermodynamics tfiv@aomparison with the mobile
mesonet observations, and on the tornadic ciraumatpresent in these runs and their
relationship with the observed F5 tornado. Thelteof the 100-m experiments are
qualitatively very similar to the 250-m results egt that the tornadic vortices are
more intense; they will therefore not be discugeedketail. Section 6 summarizes the
chapter and discusses ongoing and future resekak, pvhich include a full analysis

of the results of the 100-m experiments.

6.2 Experiment Setup

For all experiments, we use the ARPS as the prediechodel (Xue et al.
2000; Xue et al. 2001; Xue et al. 2003) within taea assimilation cycles and for the
predictions, with the ARPS 3DVAR system (Gao et 2004) used for the data
analyses. We use multiple-level one-way-nestedisgsiith grid spacings of 3 km, 1
km, and 250 m, and 100 m during the forecast pgkagl 6.1). Data assimilation is
performed on the 3 and 1 km grids, assimilatinfed#int types of data on each. The
purpose of the 3 km grid is to capture the mesessavironment while the 1 km grid
aims to resolve the storms themselves; these tids giill be referred to as the “outer
grids” in this chapter. The 250 m and 100 m gduois to simulate near tornado-scale
features within the storms, without further dataimdation; these two grids are

referred to as the “inner grids”.
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Fig. 6.1. Four multi-nested computational grids3 &m,
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real-data experiments reported in this chapter.oAls
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centered on Oklahoma City.

For a given grid, experiments are differentiated twe microphysics
schemes/configurations employed. As in Dawson. €2@09), and Chapter 5 of this
dissertation (on which it is based), we will use thllowing naming convention for
individual experiments in this study. The simuwatinaming convention throughout
this chapter will follow the templatelx][scheme] where[dx] is the horizontal grid
spacing of the simulation and the units §xheme]is the abbreviated microphysics
scheme/configuration in capitals listed in Table 60n the outer grids, a single set of

control experiments3kmMY 3and 1kmMY 3,is performed using the 3-moment MY

scheme (with the exception of sensitivity testsheodiscussed). On the inner grids,
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several experiments using different microphysichestes or configurations are
performed. ExperimenikmMY3nested within3kmMY 3 therefore provides the
control initial and boundary conditions for the émngrid experiments. Four
experiments were run at 250 m resolution (Fig.,6:th MY1, MY2, MY2DA and

MY3 schemes. The 100 m experiments was done usiM§ theme only. The
results of these experiments are compared with edbbr and with available

observations.

Table 6.1. List of microphysics schemes and desaorip used for the 250-m
experiments.

Microphysics Description
scheme/configuration
MY1A Single-moment version of the MY scheme wig =
8.0x1¢ m*
Single-moment version of the MY scheme whif =
MY1B 4.0x16 m*
MY1 Single-moment version of the MY schenggpfedicted)
MY2 Double-moment version of the MY schenoeafidN;
predicted)
MY2DA As in MY2 but with diagnostic relations for
MY3 Triple-moment version of the MY schemg N; andZ
predicted)
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Ax=3 km: Hourly 3DVAR analysis (MY 3)

1800 UTC 1900 UTC 2000 UTC 2100/UTC 2200 UTC 2300 UTC 0000 UTC 0100 UTC 0200 UTC 0300 UTC

Ax=1 km 10-min forecast |
3DVAR analysis (MY3) ‘

2100 UTC 2230 UTC 0300 UTC

Ax=250m | | |
MY1,MY2,MY2da,MY3 |

2245 UTC .
Tornado start time 0300 utc

(2323 UTC)

Ax=100 m
MY1,MY2,MY2da,MY3

2300 UTC 0100 UTC
Fig. 6.2. Schematic of the real-data experimenigdesVertical orange bars represent

analysis times, vertical black bars start and endg of forecasts, and horizontal bars
represent forecast cycles.

6.3 Outer Grid Experiments
6.31 3kmgrid

As shown in Fig. 6.2, we performed hourly dataragation cycles from 1800
UTC to 0300 UTC on the 3 km grid. This time peramVers from a couple of hours
prior to the initiation of convection in OK to awe of hours after the F5 tornado
swept through the OKC area. The initial analysiskground at 1800 UTC was taken
from the 32-km North American Regional Reanaly8I&RR), interpolated to the 3
km grid; the 3-houly NARR analyses also providegl tloundary conditions for the 3
km grid. When available, the following conventibdata were assimilated using the

ARPS 3DVAR each hour: upper-air soundings (RAOBRd profiles from the
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National Profiler Demonstration Network (NPDN), e Aviation Observations
(SAO), Oklahoma Mesonet observations (OKMESO), dmby observations
(BUOY). In addition, visible and infrared satedliimages from GOES 8 were
assimilated through the ARPS Complex Cloud Anal{SiEA) system (Zhang et al.
1998), in order to analyze the extensive cirrusopgrthat was present over much of
the southern Plains during the event. Radar datanet used on the 3 km grid, but
was used on the 1 km grid, to be discussed inélResection. The 3-moment version
of the MY microphysics scheme (MY3) was used.

Since the main purpose of the 3 km grid was to ide®a reasonably accurate
set of boundary conditions and a 'spun-up' analai&ground for the 1 km grid, we
will only briefly describe the results here. O tB km grid, no convection forms in
the domain over the entire 9-h assimilation peri@bth visible and infrared satellite
data were included in the cloud analysis at eaclr Haring the assimilation period,
and the presence of high-level cirrus clouds mighte helped suppress convection
on this grid. The presence of “spurious” convetimherited from the 3 km grid can
actually be a detriment for high-resolution simuas in this case. RSR02 found in
their numerical study of this same outbreak, thi&@al removal of the cirrus canopy
(by making them completely transparent to visibéeliation) resulted in “over-
convecting”; too many storms initiated in the wamsactor and led to many
detrimental storm interactions. Future studies eaamine this sensitivity in more
detail to determine why the real atmosphere wa® &bl produce the isolated
supercells even with an extensive cirrus canopytifign heating and instability but

the 3-km model failed to. We do note here that km experiment is not a free
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simulation, but one with hourly analysis-predictiagcles. No convective-scale
observations, from, e.g., radars, were assimil&ed.primary goal is for it to provide
a proper definition of the storm environment thdluences the one-way nested grids
through boundary conditions. We leave the job @twang the convective storms to

the nested higher-resolution grids.

6.3.2 1kmagrid

The main purpose of the 1 km grid was to captuee itidividual storms
through storm-scale analysis and forecasting, rtiqudar, storms A and B on the day
of May 3rd, as defined by RSR02. Intermittent mdsition cycles assimilating level
Il reflectivity and radial velocity data from thewin Lakes WSR-88D radar (KTLX)
at 10-min intervals were performed on the 1 km difidg. 6.2). In addition,
Oklahoma mesonet observations were also assimidtdese same intervals. Other
sources of data, such as standard SAO surfacevaltisers, NPDN data, and GOES 8
visible and infrared satellite imagery were alssiradated whenever available. The
assimilation window spans a 90-min period from 2100C to 2230 UTC 3 May
1999 (c.f. Fig. 6.2) when both storms A and B wier¢heir developing stages. The
radar data help establish and initialize thesarsawithin the numerical model. Our
goal here is to study the storm evolution and tkemsitivity to microphysics after
they are established through data assimilation.

Our overall radar data assimilation strategy isilamio and inspired by the
studies of Hu et al. (2006a; b). For each analysie, we chose the volume scan
nearest in time to the regular 10-minute intervalddowever, no temporal

interpolation of radar data was performed. Thdectlity data was brought in
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through the CCA, after first being mapped to thePARyrid, and the temperature and
moisture profiles in areas of reflectivity greatiean 40 dBZ were adjusted using the
diluted moist-adiabat option (Brewster 2003). iméation hydrometeor fields were
diagnosed from the radar reflectivity accordingtite Kessler reflectivity equation
(K69) for rain, and the formulae of Rogers and Y8289) for snow and hail. This is
the “"KRY” method used in Hu et al. (2006). A sendly test using the “SMO”
scheme discussed in that paper resulted in queadibatvery similar evolution of the
predicted storms (not shown). Another sensititégt (not shown) in which the
hydrometeor fields were not updated during the C@&l8o resulted in similar
forecasted evolution of the storms, but with ahgliginferior prediction of the track
of storm A.

The CCA in ARPS was designed for the SM-LIN micrggibs scheme and
only adjusts the mixing ratios of the hydrometeg@tsud, rain, ice, snow, and hail),
based on pre-specified intercept parameter valu@snwegions containing observed
reflectivity above a certain threshold. The TM raodf the MY scheme requires
initial values of the total number concentration aadar reflectivity factor in addition
to the mixing ratios for the precipitating categsti Thus, at each radar analysis time,
within the cloud analysis region, these fields wdragnosed based on assumed
exponential size distributions with fixed valuestbé intercept parameter. Outside
the cloud analysis regions, these fields weredeftheir background values (i.e. no
removal of cloud and precipitation fields outsideobserved reflectivity regions was
performed). This method ensures only that the opitysics scheme has initial

values of all three moments that are consisterit eaich other at each grid point. In
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any case, as previously mentioned, the updatinghyafrometeor fields has a
comparatively smaller impact on the subsequent céste than the in-cloud
temperature and water vapor adjustment.

Since the MY scheme contains separate categomegrdoipel and hail, the
graupel fields were not updated by the cloud amalyand were left at their
background values. Since the graupel field onlgtrdoutes a small amount to the
total reflectivity compared to the rain and hadidis (see, e.g. MY06a, their Fig. 11),
the error that results from neglecting the updawhghis category in the CCA is
likely small. Nevertheless, future work shouldimefthe CCA for use with MM
schemes, including allowing for gamma distributicersd the additional graupel
category.

The radial velocity data were assimilated via 3DVARd a weak 2D
divergence constraint was imposed in the 3DVAR &asttion (see Hu et al. 2006).
To determine the impact of assimilating the radialocity data, an additional
sensitivity test was performedKmMY3noRY which excluded the radial velocity
data. Fig. 6.3 shows the low-level (2 km ASL ompgximately 1.7 km AGL)
vorticity and reflectivity fields in a region foced on storm A at the final analysis
time of 2230 UTC for the background (10-min foreacdem 2220 UTC) and
analysis, for botikmMY3noR\(left) and1kmMY 3(the control, right). It should be
pointed out that the background field kkmMY3 carries over information of
assimilated radial velocity data, propagated fodvay the model, of the previous
analysis cycles. The mesocyclone circulation iatid by positive vorticity values

on the order of 2-4 x 10s* on the southwest flank of the storm is presedkimMY3
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but not in 1lkmMY3noRY indicating the value of assimilating the radialocity
observations.

Fig. 6.4 shows the forecast surface 30-dBZ refl@gticontours (dashed) for
1kmMY 3at 30-min intervals starting at 2300 UTC (30-mmtoithe forecast cycle), as
compared to the corresponding contours observédeatowest elevation of KTLX
radar (solid). The overall track and evolutiorttué forecasted storm followed that of
the observed storm rather well; both the forecaatedi observed storm moved east-
northeast through central OK, with the developmehta prominent hook echo
associated with the development and intensificatibthe long-track tornado as the
storm matured. The forecast storm initially mogedewhat faster than the observed
storm, resulting in an ENE displacement error gbragimately 15-20 km. The
precise reason(s) for this speed and displacenreot s unknown, but may be
related to the adjustment in the early part of fimecast cycle, during which the
storm’s updraft and mesocyclone were organizingr&hs also indication that the
forecast mid-level winds were somewhat too stramgf €hown). The cold pool in
the forecast storm was also stronger than thatctobgdy analyzed from available
surface observational data (including OK mesoné&,dsee Fig. 6.5). This may be
partly due to the insufficient observation denséaguired to capture storm-scale cold
pools in the analysis (Fig. 6.5a). The sensitiatycold pool strength and size to
microphysics will be discussed further in the faling section.

The subsequent forecast of the track and evolubdnstorm A in
1kmMY3noR\{not shown) was noticeably inferior to thatlikmMY3 the track was

too far to the NW and the storm displayed a tengetoc develop additional
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convection on its outflow, growing upscale into @asj-linear convective mode by
the end of the forecast period (0300 UTC). A finate regarding the forecast of
storm A in1lkmMY 3 the storm maintained its intensity throughoutftirecast period
(2230 — 0300 UTC), while the actual storm dissigdig 0200 UTC (c.f. Fig. 5.7).
While the assimilation strategy used here is naoghisticated as in Hu et al
(2006a; b) (for example, no tilt-by-tilt temporalterpolation to the analysis times
was performed on the radar data), we neverthelessider it sufficient for the
purposes of this study, which was mainly to provaleeasonable set of initial
conditions from which to launch a storm scale fastc Future work is planned to
focus more on the data assimilation strategy, dholy finding the optimal frequency
and duration of the radar data assimilation, aduret al. (2007). However, several
preliminary sensitivity tests that we have perfodneid not lead to significantly
better results than the control experiment presenéee. In the result of this chapter,
we focus on presenting and analyzing the result®50f m simulations, which are

nested within the 1 km control simulation, startirgm its 15 minute forecast.
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Fig. 6.3. Vertical vorticity (color-shaded), refteaty (black contours, 20 dbZ
increment), and wind vectors (every 2.5 km, schtaa at upper left) at 2 km ASL
for the background (top row) and analysis (bottom)rat 2230 UTC 3 May 1999 for
(left) 1kmMY 3sensitivity run without radial velocity analysasnd (right)lkmMY3
which includes radial velocity.
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Fig. 6.4. Observed (solid) and forecast (dashedli®D reflectivity
contour for storm A inlkmMY3at 2300 UTC (red), 0000 UTC
(green), and 0100 UTC (blue).
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6.4 250 m Experiments

The initial and boundary conditions of the 250-mdgexperiments were
interpolated directly from the 15-min forecastlddmMY 3 valid at 2245 UTC. This

time was approximately 40 min prior to the genesithe F5 tornado. The purpose
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of the experiments on the 250-m grid was to explbee impact of varying the
microphysics scheme on the forecast track of sté&nand associated tornadic
circulations. In particular, we are interested the differences in RFD
thermodynamic properties across the schemes amd réiationship to simulated
tornadogenesis. The same microphysics schemes tag idealized simulations of
Chapter 5 were employed, with the exception thatlLtitN scheme was not used, and
two variations of the MY1 scheme, MY1A and MY1B weexplored, which are
analogous to the experiments LINA and LINB in Cleaf& (see Table 6.1). That is,
MY1A used the default M-P value of 8.0 x®10™ for Ny, while MY1B used the
reduced value of 4.0 x 1en™.

The layout of this section is as follows. Firstiatitative comparisons of the
surface cold pools and reflectivity structure asrtise experiments are made, and
compared and contrasted with the results of thaliwksl simulations in Chapter 5. A
budget analysis similar to that in Chapter 5 i® gdsrformed. Then, we discuss the
presence of tornado-strength vortices in the sitilg, and compare the tracks and
intensities with the observed tornado “A9”. Figal discussion of preliminary
results of an analysis of the near-tornado RFD uhyos and thermodynamics is

given.

6.4.1 Comparison of surface cold poolsand reflectivity structure

Given the direct impact on the cold pool and reflety structures of
microphysics schemes, we first examine the simdlaterface cold pools and
reflectivity structures in the 250-m experiments:ig. 6.6 shows the 1.5-h forecast

surface temperature, wind vectors and reflectiinty small region centered on the
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storm at 0030 UTC, for experiments using differemtrophysics schemes. The
corresponding single time 3DVAR surface analyset thcluded OK mesonet data
(but not radar data) is shown in panel (a). Theptemt temperature and equivalent
potential temperature are shown in place of tentperain Fig. 6.7 and Fig. 6.8,
respectively. The time shown is representative haf surface features during the
mature stages of these simulations. Fig. 6.6 atdgcthat the surface temperature in
the inflow region of the forecast storms comparedl with the analysis (Fig. 6.6a).
However, the inflow surface dewpoint temperaturetas high by 2-3 K in all
forecasts (Fig. 6.7), compared with the analy&gtracted soundings (not shown) in
the inflow regions indicate that this leads to ausded boundary layer. This would
in turn be expected to suppress evaporative coalingin falling into the boundary
layer, but as will be discussed in a later sectany of the low-level downdrafts are
at least partially dynamically forced, leading tabsaturated conditions in the
downdrafts and allowing evaporation of rain andudido occur. Depending on the
depth of the downdrafts, the relative humidity loé inflow may not be relevant to
evaporation in the core or forward flank downdrafgion, but probably impacts the
shallower downdrafts in the hook echo region thamta@in at least partially re-
circulated inflow air. In any case, the observé&ld® UTC 4 May 1999 OUN
sounding (c.f. Fig. 5.1a) does indicate very highrxary layer relative humidity. In
addition to the suppression of evaporation, theaertoisture in the storm inflow
results in greater thermodynamic instability, whiebuld be expected to increase the

storm’s strength and possibly longevity. Thusthe future, sensitivity tests that
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reduce the surface moisture will be performed teess the impact on the storm
forecasts.

There is clearly a large amount of variability amgstithe schemes; in general,
the MM runs and the SM run with reducdd, (250mMY 1B show weakest cold
pools, in terms of both temperature and moistufeitlieThis is consistent with the
results of the idealized simulations in ChapteHawever, the extent of the cold pool
is generally significantly larger across all thensiations than in the idealized
counterparts. Also, the variability amongst thasris greater than in the idealized
experiments, which may be expected consideringldihger number of physical
processes active in the real-data experiments, duel to the inhomogeneous
mesoscale environment, leading to a higher degrewminearity in the predicted
characteristics of the storms. However, furtherkws clearly needed to better
explain these differences. For exam@BPmMY2DAbucks the trend of the other
MM runs by displaying a cold pool of comparableesia, but less intense than, that
in 250mMY1Aand also displays a larger region of very wammaar and behind the
hook echo (compare Fig. 6.6b,e). These “warm RBEke@ts” will be discussed
further in section 6.4.4. A closer examinationtbé evolution of the storm in
250mMY2DAiIndicate that at earlier times (not shown), a daipld downdraft
developed and produced surging outflow, similathe SM runs. As the forecast
proceeds, however, the cold pool 260mMY2DAbecomes generally weaker and
more like that in250mMY2and 250mMY 3 in that the hook echo region becomes

dominated by relatively low. perturbations.
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Of note is the lack of an appreciable cold pootha surface analysis. As
discussed previously, this is at least partly duehe relatively coarse horizontal
resolution of the OK mesonet observations, whickerebout one station per county,
insufficient to capture storm-scale details. TheV3R analysis procedure contains
further spatial smoothing. The mobile mesonet alageEms of M02 on storms A and
B provide some information about the temperatuigk moisture fluctuations at high
spatial and temporal resolutions, but were limitedmall areas near the tip of the
hook echo (and tornado); they indicated temperatun@ moisture deficits on the
order of a few degrees K only. A careful exammatof mesonet time series data
(c.f. Fig. 5.7) also provides information on thenperature and moisture fluctuations
in the part of the storm that passes over a giwedfstation, which also suggest
relatively small temperature deficits in the fordidtank region. Taken together,
however, these observations are still insufficiémt provide a complete three-
dimensional storm-scale picture of the extent aneingth of the cold pool, which
would be needed for detailed verification of modi@lecasts. Nevertheless, the
evidence is sufficient to rule out in the obserggarm the kind of extensive, strong,
cold pools produced B50mMY 1A In comparison, the cold pool 250mMY 3s the
weakest, and appears to be most realistic, giteficits on the order of 1 degree K.
The cold pools produced by the two-moment sche2&3niMY 2and250mMY 2DA,
while still appearing too strong, are much weakemtthat of250mMY 1A which
shows large areas @t deficits of 20 degrees K or greater in the hookoeregion.

The former is much more consistent with the avéelabservational information.
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Finally, the reflectivity structure is generally pnoved in the MM runs,
particularly in the forward flank region, with bothe SM runs displaying forward
flank precipitation regions that are too small cangal to the observations (Fig.
6.6b,c). This result was also seen in the idedlsgimulations of Chapter 5, and was
explained as being at least partially due to tlesgmce of parameterized size-sorting

in the MM runs, which is absent in the SM runs.
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6.4.2 Budget analysis

In this section, we present a microphysics budgetlyais similar to that
found in Chapter 5; the results are shown in Fi§. 6The same criteria for defining
the low-level downdraft region are used here. these 250-m real-data simulations,
however, the budgeting calculations were confinedat60 km by 60 km fixed
squared box focused on storm A, which traverse® fnear the southwest corner of
the box to the northeast during the budgeting peridhe budgets were calculated
over a 30-min time window from 0000-0030 UTC (fre¥a00 s to 6300 s forecast
times). During this period, the modeled storm Aswaa mature quasi-steady stage
and was also experiencing minimal interference framother, spurious storm cell
trailing it to the west, so the budget calculati@ns representative of the downdrafts
of storm A in each of the simulations. We notet ttiee 60 km by 60 km budget
calculation box is similar in size as the compotadi domain of the 250-m idealized
simulations (64 km on a side) reported in Chaptdsus that in that case, the storm
remain relatively centered in the domain due to dteem motion being subtracted
from the base-state sounding.

In comparing these budgets with those of the idedli250-m simulations in
Chapter 5, several differences are evident. Hinst,total magnitude of cooling for
each real-data simulation is several times larigen the idealized counterparts. One
possible reason for this is that the storms irnréla¢-data case were significantly more
intense than in the idealized case, with maximundraifp velocities on the order of 80

m s* (not shown), as opposed to the 50-60 huisplayed by the idealized storms at
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250-m resolution (c.f. Fig. 5.18). This should @&aresulted in more active
microphysical processes associated with updrafts downdrafts, contributing to
overall larger microphysical cooling (and heatimgbes. This also may explain the
larger extent of the surface outflow, particulaxdythe NW of the storm cores, in the
real-data cases.

It is more instructive for our purposes to consitler relative magnitudes of
cooling across the real-data simulations. Overdde same trend in reduced
evaporation of rain in the MM simulations is alses in the real-data simulations.
However, the real-data MM runs actually show lamgegnitudes of melting hail than
the SM runs, opposite to that seen in the idealszeulilations. Much of the cooling
from this melting, however, is offset by heatingedo collection of rain, so that the
total effect is comparable to that in the SM rukwever, the relative difference in
magnitude of total cooling between the MY1A run dhd MM runs are much less
pronounced in the real-data case than in the whkmhicase. It can also be seen that
the MY1B simulation has by far the smallest amowfitsooling in the downdrafts of
all the simulations, which may be partially duethe relatively smaller size of the
storm in this run as compared to the other runsalso reflects the globally reduced
Nor in this run.

In general, our budget analysis still shows raiapevative cooling and hail
melting as the two largest sources of cooling m diowndraft regions, and they are
primarily responsible for the large differencesti@ cold pool extent and intensity
when different microphysics schemes are used. Hnges$t difference between

MY1A and MY3 is in rain evaporative cooling. Thelatevely smaller differences
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among the schemes may be because the drop sigbulishs modeled by the MM
schemes in this real data cases are closer toothite SM scheme than in the
idealized experiments. There are certainly nontireféects that affect the general

storm morphology, which complicates the interpretat

MY1A MY1B MY2 MY2DA MY3
1.0E+07 -
5.0E+06 -
0.0E+00
f
e
- -5.0E+06 |
(o)}
c
g
S -1.0E+07
>
>
o -15E+07 4 _ I
c
()
Tu —
£ -2.0E+07 B Other heating (GJ)
2 | Hail collection of rain (GJ):
T 2.5E+07 4 B Cloud condensation (GJ):
(o)
= m Other cooling (GJ)
-3.0E+07 1 - A
Hail sublimation (GJ):
-35E+07 4 W Hail melting (GJ):
W Rain evaporation (GJ):
-4.0E+07 - m Cloud evaporation (GJ):

Fig. 6.9. Bulk thermal energy changsAT) from microphysical processes in the low-
level downdraft (defined as all grid boxes belovk® AGL with w < 0.5 m &)
between 4500 s and 6300 s for each of the 250-ahdeg¢a) simulations.

6.4.3 Tornado-strength vortices

Although a horizontal grid-spacing of 250 m maycoasidered too coarse to
resolve tornado-scale circulations well, nevertbgleintense low-level vortices
developed in several of the forecast experimentsictw can likely be at least
identified with the tornadoes’ parent circulatioesen if the core structure of the

actual tornado is not resolved (see, e.g., thaudson in Klemp and Rotunno 1983).
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For the purposes of this study, we consider a xodetornado if it is clearly
associated with the hook echo region of the siradlagtorm, exhibits a concentrated
area of vertical vorticity at the surface, and Aasaximum surface wind speed of 30
m s* or greater, which is close to the lower limit betEFO category (~29 m‘)son
the enhanced Fujita scale (McDonald and Mehta 200®is latter criterion is also
similar to the 32 mSwind speed threshold, which correspond to the Idimgt of an
F1 tornado on the original Fujita (1971) scaleuasd by Wicker and Wilhelmson
(1995). However, surface vortices that are wedkan the tornadoes as defined
above (that is with surface wind speeds that nexeeed 30 m'} are also present in
the hook echo regions in the simulations. In tiWing discussions, we will refer
to these vortices as “weak tornadoes”, as theynaifee FO or weaker category. This
distinction serves to distinguish well between mahyhe weak, short-lived vortices
in these experiments, especially those that occ250mMY 1A

Fig. 6.10 shows the time series of maximum surfexcécity and wind speed
for each of the 250 m runs. Also shown in therggare the start and end times of the
observed F5 tornado A9, and the wind speed thrdstaflthe EF-scale as horizontal
dotted lines. In all cases exceppbOmMY1A an intense vortex develops, with
250mMY3showing the earliest development (around 450@rg),250mMY 2having
the strongest vortex, with surface wind speeddliprieaching above EF4 intensity.
As can be seen, the forecast tornado in each casptefor 250mMY 3developed
significantly later than the observed tornado awodtioued past the time of the

dissipation time of observed tornado in each case.
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Fig. 6.11 shows the surface wind swaths for eacth@f250 m runs. The
wind swaths were computed from the maximum surf@oe speed (computed at the
1-min data intervals) experienced at each surfak gpint over the entire 8100 s
model forecast, at 1-min intervals. The observeddfbado track is also shown in
Fig. 6.11a for reference. Of all the rurEZ0mMY3shows a track that is most
consistent with the length and position of the obs# tornado, and even has it
developing near the time of the observed tornadehdown, around 2700 s (2330
UTC), though the track is shifted overall north mpgmately 5-10 km from the
observed track. Evidence of cyclic behavior isnseée 250mMY2 where an
additional tornadic wind swath is seen toward thé ef the track. In all cases, the
tornado-strength vortex was still ongoing at thd ehthe forecast period, but due to
computational resource reasons the forecast tine nea extended beyond 8100 s

(0100 UTC).
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Fig. 6.10. Maximum surface a) vorticity and b) wspked versus time, for the 250-m
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As mentioned previously, observations of surfacedd®mns in the RFD near
tornadoes have consistently indicated a strongeladion between significant
tornadoes and relatively warm surface air in theDRMarkowski 2002, MO02,
MSRO02). Idealized numerical simulations conducbgdMarkowski et al. (2003,
hereafter MSRO03) in which rain-induced downdrafterevimposed in varying
environmental thermodynamic conditions leading taffecent amounts of
evaporational cooling corroborated these obsemsti®Gimulated tornadoes were
significantly weaker when the downdraft air was ennegatively buoyant (i.e., when
containing &, deficits 5-6 K or more near the tornado), as opgase when the
downdraft air contained smallé, deficits (on the order of 2-3 K near the tornado).
The downdrafts were more negatively buoyant whea itmposed well-mixed
boundary layer air was drier and deeper, due tcamcdd evaporative cooling
(MSRO03).

In the current study, there is a distinct tendefiocythe tornado development,
intensity, and longevity to be suppressed (enhgnebdn the choice of microphysics
scheme and/or their parameters lead to a stromgaker) cold pool, especially in the
hook echo/RFD region of the storm (compare Fig.v@tB Fig. 6.11). These results
are thus very consistent with the work of Markowdikicussed above. It is of interest
to examine in more detail the thermodynamic properf the near-tornado surface
air in the RFD, and the time history of this ao,determine the physical processes
that are important in each case. We seek to adentbis goal by examining the

terms in the vertical momentum equation, with ditento the buoyancy and

122



perturbation pressure gradient terms, and by exagirain and hail DSD-related

parameters in the hook echo/RFD region. Thesdiacessed next.
6.4.4 Near-tornado RFD analysis

6.4.4.1 Warm RFD surges and trajectory analyses

Examination of animatioAsof the surface thermodynamic fields as shown in
Figs. 6.6-6.8 indicates that in all experiments,thie ~15-20 min leading up to
tornadogenesis (defined as when surface wind sge®en in Fig. 6.10 exceeds 30 m
s1), relatively warm and moist divergent outflow etRFD region forms behind the
hook echo and surges eastward, and is caught thy@ ioonvergent cyclonic rotation
near the tip of the hook echo that subsequentlghe=a at least weak tornadic
intensity (using the criteria defined above). tastingly, this occurs even in
250mMY1A250mMY 1Band250mMY2DAiIn which relatively cold outflow is found
to dominate the entire hook echo region prior te development of these “warm
RFD pockets”. Only after the warm RFD surge readhe convergent cyclonic flow
at the tip of the hook echo, does tornadogenesisr@nce, suggesting an important
causal link between the warm RFD surge and tornemegs. In250mMY2and
250mMY 3 the hook echo region is dominated by relativedyw air through most of
the simulation period, and, accordingly, tornad@&gen occurs earlier, reaches a
greater maximum intensity and lasts longer. Fig.26shows snapshots of this
evolution of the warm RFD surge just before (5 nft, column) and just after (right

column) the time of tornadogenesis (see arrowsign 6-10) for each of the 250-m

2 These and animations of other fields can be fannthvaScript form on the author’s research web
site at http://www.caps.ou.edu/~ddawson/03May1999/
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experiments (i50mMY 3 the tornado was in progress throughout this tioog, the
figure shows a period of significant intensificatiof the tornado, near the end of the
simulation between 0050 and 0055 UTC).

To examine the source of the warm RFD air that rentee developing
tornadoes, we calculate parcel trajectories thatirgtialized near the surface (at a
height of 10 m AGL, roughly the height of the fisstalar point above ground) in the
RFD immediately west of the developing tornado. elich case, 9 trajectories are
initialized, one at a chosen point, and 8 alongoazbntal circle of 250 m radius
centered at this point. The trajectories are matgl backward in time for 15 min to
determine the parcel origins, and forward in time3 min to determine if they reach
the tornado. The trajectories were integrated gusiamporally and spatially
interpolated wind output at 1-min intervals, witfb& time step. These trajectories
are plotted in Fig. 6.12 for each run, with thgectories colored by height AGL. In
250mMY 1Athe trajectories that enter the developing toona@chanate from the cold
pool (Fig. 6.12a,b) behind the gust front, whereasyther runs (Fig. 6.12c-j), the
trajectories mainly emanate from inside the forwtatk reflectivity region to the
northeast of the developing tornado, circulate adothe northwest side of the low-
level mesocyclone, and descend in a shallow layeQ0 m) in the RFD before

reaching the tornado at the surface.
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Fig. 6.12. Surface equivalent potential temperatio@or fill), radar reflectivity
(black contours, 20 dbZ increment), and wind veciglotted every 3 km, scale at
upper-left) for a)250mMY1Aat 0020 UTC, b)250mMY1Aat 0025 UTC, c)
250mMY1Bat 0030 UTC, d250mMY1Bat 0035 UTC, e250mMY?2at 0015 UTC, f)
250mMY2at 0020 UTC, gR50mMY2DAat 0020 UTC, hR50mMY2DAat 0025
UTC, i) 250mMY3at 0050 UTC, j)250mMY3at 0055 UTC. In each panel,
trajectories are (paths are ground relative) pdotte to the time of that panel and are
colored by height AGL (colorbar at right). Thetleblumn times correspond to the
initialization times of the trajectories, while tmght column are 5 minutes later,
when at least some of the trajectories in the RRterehe developing tornado.
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6.4.4.2 Analysis of vertical momentum equation and thermadycs along

trajectories

To examine forcing important for the developmenttid RFD surges, we
consider the inviscid vertical momentum equatiogg(acting frictional and turbulent

effects):

a—sz—v-Vw—éa—lo+B, (13),
ot p 0z

wherew is the vertical velocityy the 3D velocity vectorp is a “reference state”
density,p’ a perturbation pressure from the reference statgdrostatic balance with
p, andB the total buoyancy that includes the effects afgerature, water vapor,
liquid and solid water, and pressure perturbations.

Thus (13) is a form of the anelastic vertical eguatof motion in height
coordinates. Previous numerical studies of sufietgeramics have used anelastic or
even simpler Boussinesq (which tregis as a constant) forms of the dynamic
equations for diagnostic purposes, without losssulistance over using the fully
compressible equations (see, e.g., Rotunno and KI£882; Klemp and Rotunno
1983; Rotunno and Klemp 1985). The three terms lwm RHS of (13) are,
respectively, the 3D advection of vertical velocitlye vertical perturbation pressure
gradient force (VPPGF), and the buoyancy forcee fal buoyancy in turn can be

written as:

+ qv _ qv +qu ’ (14)’
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where the primed quantities represent departumes & reference state (denoted by
the barred quantities) for densjy pressurg, water vapor mixing ratig,, and total
liquid plus ice water mixing rati@y;, ¢, and ¢, are the specific heats at constant
volume and pressure for dry air, respectively, BpdndR, are the gas constants for
dry air and water vapor, respectively. The ternihiw the brackets, from left to
right, are the contributions to buoyancy from (i) temperature, pressure, and
water vapor perturbations, and liquid and solidevétading.

It remains to define the “reference state” or “batae”. As pointed out by
Doswell and Markowski (2004), any definition of asle state is necessarily arbitrary,
and affects the relative partitioning of the VPPIB#ween that due to the buoyancy
itself, and that due to dynamical contributionsjchkhare a function of the flow field
only. Unlike in Klemp and Rotunno (1983), for giicity, we do not decompog#
into dynamic and buoyancy-induced components, winedfuires the solution and
decomposition of a diagnostic elliptic pressureatiqun. Instead, we define a time-
varying, horizontally inhomogeneous, hydrostaticébatate by filtering the model
potential temperatur@ and water vapor specific humidity using a 2D horizontal
moving average filter with a width of 10 km in badirections. The 10 km chosen
here is large enough for the filtered flow to besthohydrostatic; at the same time it
is small enough so that the perturbations from filiexed state reflect the buoyancy
effect relative to a parcel's immediate surrounding Tests indicated that the
perturbation fields were found to be relativelyansitive to reasonable variations in

the filter width (£ 5 km).
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The filtered pressure field is then found by ingtigrg the hydrostatic
equation vertically, and these filtered variabledirte the reference or base state.
Since the ARPS grid is terrain-following in the gesd case, we first interpolate the
model fields to an intermediate Cartesian grid whilgh vertical resolution that
encompasses the entire span of the given ARPS dontar points that are below
ground on the intermediate grid, a zero-verticaldggnt assumption is used f@and
Oy, andp is found by integrating the hydrostatic equatienvdward. The horizontal
filtering is then performed on this intermediatédgthe pressure field is found by
integrating the hydrostatic equation upward to ttye of the grid, before finally
interpolating the resulting filtered, g, andp back to the ARPS grid. Perturbation
guantities are then derived by subtracting thergd field from the total field for each
variable. Thus, the perturbation quantigesd, andq, represent deviations from a
local, smoothly varying, hydrostatic “base stathattis time-dependent. In this
manner, by considering perturbations as deparfures the immediate surroundings
(represented by the magnitude of the horizontedréd variable at a given point), the
VPPGF and buoyancy terms in (13) are partitioneduch a way that most of the
VPPGF represents the dynamic contribution or littfat is in hydrostatic balance
with B. This approach is similar in spirit to thi@tken by Davies-Jones (2003) in
which he defined an “effective buoyancy” that reggmets a weighted sum of the
relative buoyancies in the immediate neighborhobd given point, that itself was
independent of the specification of the base stdtehis formulation, the VPPGF
term then contains only the dynamic effects (issdependent only on the flow field).

In the future, a more robust examination of thentein (13) will be performed by
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explicitly calculating the fields from the formulas Davies-Jones (2003) or through
the decomposition of the pressure field throughrtteghod of Klemp and Rotunno
(1983).

The following series of figures shows time-heighH] contour plots along
selected trajectories plotted in Fig. 6.12 (thgstitory chosen for each run is one that
enters the tornado in each figure). Table 6.2 sanm®s the trajectory start and end
times for each run. At the horizontal location y¥,of each trajectory point at 60 s
intervals, model quantities at levels from the acefto 4 km height are interpolated
along the coordinate surfaces to this (x, y) lasgtforming a column of interpolated
guantities through this (x, y) location. These ocmhs along the trajectory form the
vertical ‘curtains’ that pass through the trajee®sy and are plotted in Fig. 6.13
through Fig. 6.17 for individual experiments asn#-height' cross sections. The
height of the trajectory at each time is also aidrbn each of the panels. The goal
of this process is to determine the importancdefforcing terms in (13) along and in
the vicinity of the trajectories. We point out é¢hat while efforts were made to pick
representative trajectories, the actual trajectosleown here may not be the most

representative.
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Table 6.2. The start and end times of the trajeetarhosen for detailed
along-trajectory analysis for the 250-m real-daf@egiments

Experiment Start time Specification time End time
(UTCl/forecast time)| (UTC/forecast time) (UTQ/forecast
250mMY1A 0005/4800 s 0020/5400 s (t)lcr)].1265)/6000 s$
250mMY1B 0015/5400 s 0030/6300 s 0035/6600 $
250mMY2 0000/4500 s 0015/5400 s 0020/5700 s
250mMY2DA 0005/4800 s 0020/5700 s 0025/6000 s
250mMY3 0035/6600 s 0050/7500 s 0055/7800 s

Figs. 6.13-6.17 show 4-panel along-trajectory Tdtplofw, 4, q,/, p' for
each of the 250-m runs. Figs. 6.19-23 show plbtheforcing terms in the vertical
momentum equation (except for advection) for thees#&rajectories, and Figs. 24-28
show the cloud, rain, and hail mixing ratios ane€litlespective cooling rates due to
evaporation and melting.

In 250mMY1Athe parcel begins in the cold-pool northwesthef developing
tornado, in negatively-buoyant near-surface aig.(Bi.13b). At around 5100 s, the
parcel begins to rise under the influence of anargvdirected VPPGF (Fig. 6.18c)
underneath a strengthening vortex aloft, (Fig. &),1But quickly falls again as the
parcel becomes strongly negatively-buoyant (Fi§88&). As the parcel approaches
the developing tornado, it experiences only slightvard accelerations due the
surface convergence at the tip of the hook ectlioKigy. 6.12a,b), and only a broad,
weak vortex forms. Inside the vortex itself, botgative buoyancy and a downward-

directed VPPGF (presumably due to stronger rotatiear the surface), contribute to

131



downward acceleration (Fig. 6.18b,c,e). Of notehis fact that vertical velocities
above the vortex in the 1.5-3.5 km layer are reddyi weak, with a downdraft present
between 1.5 and 2.0 km. Examination of the vdrtiogicity distribution with height
during this period (not shown), indicate that thatex is tilted to the NW with
height, with the surface vortex displaced ~ 1 knth# SE of the vortex in the low-to-
mid levels (2-4 km AGL). This decoupling continusslater times (see Fig. 6.23a),
and the surface vortex rapidly weakens. It thugeaps that both the negatively-
buoyant near-surface air and lack of a strong cadrttonnection to the low-to-mid-
level mesocyclone contribute to the lack of sigrafit intensification of the tornado
in this case, which is consistent with the resaftSnook and Xue (2008). It is also
of note that the warm RFD surge seen in Fig. 6bl@acurs after this trajectory has
already entered the tornado.

In 250mMY 1B a similar evolution occurs, except that the paisenitially
slightly less negatively-buoyant (Fig. 6.14b). Nwetex that forms at the end of the
trajectory integration period (6600 s) is strongfean in 250mMY1Aand is also
located underneath a stronger updraft above 1.3hlatnis associated with the low-
level mesocyclone. Though it is not evident frdra TH plots, the most significant
difference betweer250mMY1Band 250mMY 1Aappears to be that the region of
maximum surface convergence and associated upwaRIG¥ (Fig. 6.19c) remains
closer to the position of the low-level mesocyclahging this and later times (Fig.
6.23b), and this is due at least partially to tbkl @utflow being weaker in this run.

Accordingly, the tornado i250mMY 1Bcontinues to intensify after the time window
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considered here and lasts through the rest ofotteedst period, reaching wind speeds
of 50.4 m & at the end of the forecast period (1800 s, cd. &i10b, Fig. 6.11c).

In 250mMY2 the parcel is slightly negatively-buoyant inilyalout becomes
nearly neutrally-buoyant (Fig. 6.15b) through masdt its slow descent as it
approaches the tornado, curving cyclonically frame tnflow region within the
forward flank (c.f. Fig. 6.12e,f). The depth ofsdent during the whole integration
period is shallow (~400m), and total forcing forti@al acceleration is near zero (Fig.
6.20e). Upon reaching the tornado (~5550 s), thiedtory rapidly ascends due to
forcing for upward ascent mainly from the upwardP@¥F and perturbation pressure
buoyancy forcing (Fig. 6.20c,f). Thermal buoyaratythis time is negative (Fig.
6.20b). As in250mMY1Bthe surface vortex maintains a strong connectiibin the
low-level mesocyclone and updraft after this tifagg(6.23c).

In 250mMY2dathe parcel undergoes a somewhat different ewriutian in
the previously-discussed runs. Simila2&DmMY2the parcel begins in the forward
flank baroclinic zone (Fig. 6.12g,h) to the NE loé tdeveloping tornado. In this case,
however, the parcel becomes entrained in a downtlrat appears to be strongly-
forced by the negative VPPGF just above the pdregtctory between 5400 and
5700 s (Fig. 6.21c). During this descent, the glabecomes thermally positively
buoyant, which corresponds with the relative higipocket of air seen to the west of
the developing tornado in Fig. 6.12g,h. In thisegaas opposed 50mMY 1Athe
warm RFD surge does appear to feed directly indodaveloping tornado. However,
the slightly more negatively-buoyant air 250mMY2daas compared td50mMY2

(compare Fig. 6.15b with Fig. 6.16¢c near the entheftime window, and also Fig.
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6.12e,f with Fig. 6.12g,h), appears to be suppngsie intensification of the tornado
somewhat, at least at this time. At later timest @hown), the lowd, air seen near

the tornado in Fig. 6.12g,h for tiB50mMY2DArun is replaced by higher values
more consistent with those seen 250mMY3 (Fig. 6.12i,j), and the tornado
intensifies.

Finally, in 250mMY3 the thermodynamic conditions along the trajectory
before reaching the tornado are characterized akweperturbations (Fig. 6.17b),
similar to 250mMY2and 250mMY2DA and the overall evolution is very similar to
250mMY2 One significant difference is that the air rgsin the tornado is thermally
neutral or positively buoyant throughout the depitlascent (Fig. 6.22b), as opposed
to all the other runs, where the parcel is therynadigatively buoyant in the low-level
(< 1 km) tornado updraft. Also, in boB50mMY2and250mMY 3 the rapid increase
in rotation induces both a strong downward-directd@PGF above the surface
vortex, but also acts to enhance upward acceleradiee to the strong positive
pressure buoyancy (Fig. 6.20c,f and Fig. 6.22cfhus, once the vortex becomes
established and exhibits strong rotation throughigmificant depth, the pressure
buoyancy effect overwhelms other contributions jtpasor negative, to buoyancy.

To summarize, the thermodynamic conditions in riear-tornado RFD air
have a significant effect on the subsequent devedop of the tornado in the 250-m
runs. In the runs where significant negative bugyas present in the outflow of the
RFD 250mMY1A250mMY 1Band250mMY2DA\ the tornado develops more slowly
and is weaker (or even dissipates quickly aftdéralhdevelopment, as iB50mMY 1A

In contrast, in the runs where the near-surfaceiraithe RFD is only weakly
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negatively buoyant260mMY2and 250mMYJ, the tornado develops more quickly
and becomes more intense. Warm RFD surges arenpres all the runs, but in
250mMY1Aand 250mMY2DA they are surrounded by significantly colder air
initially. These surges appear to be dynamicallgéd by either the increasing low-
level rotation in the low-level mesocyclone, or th®ocking effect” aloft of the
storm’s updraft, and work is ongoing to determihe telative importance of these
two potential effects. Tornadogenesis occurs @sé¢iruns when the warm RFD surge
reaches the convergence zone near the tip of thie éxho, where the outflow meets
the low-level inflow. The presence of strong coldflow in the RFD region appears
to suppress tornadogenesis and/or intensificaborivio main reasons. One is that
the negative buoyancy of the near surface air léadsgnificant downward buoyant
force when the air is forcibly lifted by the upwaxPPGF caused by the strong
convergence at the tip of the hook echo or by sgtrmtation aloft; the negative
buoyancy force acts to limit upward acceleratioddis is consistent with
Markowski’'s observations (M02, MSR02) and idealizadmerical simulations
(Markowski et al. 2003). The other reason is thatlocation of maximum cyclonic
surface convergence is strongly determined by thength of the outflow. In
250mMY 1Ain particular, the cold outflow is strong enoughdisplace the surface
vortex progressively SE of the mid-to-low-level rmegclone which forms above the
cold pool. As such, vertical stretching of surfaceticity is inhibited due to the lack
of vertical superposition of the updraft associatgth the mesocyclone and the
developing surface circulation. This result is sistent with the findings of Snook

and Xue (2008).
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6.4.4.3 Rain and hail PSD parameters along trajectories

Since, as discussed in previous chapters, vargtiothe PSD of rain and hail
have a profound impact on the amount of evaporaawel melting cooling
experienced in the low-level downdrafts of storrisjs instructive to examine
relevant PSD parameters in the hook echo regidheo§torms in the 250 m real data
experiments and to see how they differ across ¢hemses used. We present the TH
plots in Fig. 6.23 through Fig. 6.27 of various Pated parameters of rain and halil
for the same trajectories as in the previous secti8hown in each figure are the
intercept parameter, mean-mass diameter, and gbemaeneter for rain and hail.
Contours of the mixing ratio and instantaneous eratpve (melting) cooling rate of
rain (hail) are also overlaid on ti, panels for reference. As discussed previously
in Chapter 2, however, the intercept parametensighal meaning changes when the
shape parameter is non-zero, and its units depertieoshape parameter. For this
reason, aormalized\ is calculated, based on the formulation of Testual.(2001).
This normalized\, corresponds to thidy of an exponential distributionx(= 0) with
the same water content and mass-weighted mean téiaonfethe actual distribution,
facilitating easier physical interpretation (Testat al. 2001). (For the case of
250mMY2it can be seen that the actdglis in fact equal to the normalizéd). As
in the previous figures, the trajectory height isoaoverlaid in each panel.
Comparison of the various parameters amongst thenses is very revealing. First
we note that in each case, the trajectory chosesegaat some point underneath a
concentrated rainshaft (c.f. Figs 6.23-27c), whitkeach case is associated with the

hook echo immediately west of the developing tomad
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In the SM cases260mMY1Aand 250mMY1B Fig. 6.23 and Fig. 6.24,
respectively), due to the constafif specified for rain and haiD., is monotonically
related to mixing rati@. Dy, is roughly twice as large iB50mMY1B(Fig. 6.24c) as
in 250mMY 1AFig. 6.23c), owing to the smaller fixed valueNgf used (Figs. 6.23a,
and 6.24a). Accordingly, evaporation rates araig@ntly larger in250mMY 1A
than in250mMY 1B particularly in the first 5 min of the TH plotdim the surface to
~2.5 km AGL (Fig. 6.23,24c). This was a time whbga trajectories in both runs
were passing under a deep rain- and hail-filled ribvaft (c.f. Fig. 6.13,14a) in the
precipitation core.

In contrast, in the MM runs, the variabM for rain and hail allows for
significant variation in the PSD characteristicglifierent parts of the storm, even for
comparable magnitudes of the mixing ratio. Fivg, note thaiN, is significantly
smaller than the default M-P value of 8.0 ¥ 19" in most regions (Figs. 6.25-27a),
which is associated witb, values ranging from ~2.0 to 3.5 mm in most regions
whereq; > 1.0 g kg (Figs. 6.25¢-27¢). In addition, the shape parametis rather
large in 250mMY2DA(~25-30) and250mMY3(~4-6) in these regions, indicating
relatively narrow distributions biased toward mexlito-large size drops, particularly
in the hook echo rainshaft. The bias towards ixedbt large drops as inferred from
these parameters in the MM runs is consistent Wighlikely origin of these drops
from melted hail (see, e.g., Kumjian and Ryzhko®&0and is also consistent with
informal observations of the relatively translucersual appearance of rainshafts in
the hook echoes of the 3 May 1999 storms (M02)e fléxibility in the DSD offered

by the MM formulation is clearly advantageous irs ttegard, but more confirmation
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from observations is needed. For the hail categbey MM runs have regions with
larger values ofDny (Figs 6.25d-27d) than is ever reached in the SMs.rurin
250mMY 2 for exampleD reaches 2.5-3.0 cm in the hook echo region. FKinil
should also be pointed out that the mixing ratmrsbioth rain and hail are reduced at
the low levels (< ~ 1km) compared to those in tiM &ins (Figs. 6.25c,d-27c,d
versus Figs. 6.23d-24c,d); this can be attributethé¢ size-sorting mechanism which
is active in the MM runs, but not in the SM runegghe discussion in Chapter 5 and
Fig. 3 of MY05a). The relatively large particless inferred here are, as previously
discussed extensively in Chapters 2 and 5, assdcvwith less effective evaporation
and melting (physically this is due to the smaBearface area to volume ratio for
large drops/stones), and indeed, significant eamr and melting in the hook echo
region in the MM runs is practically non-existehigs. 25-27c,d).

In summary, we show that the MM runs tend to preda&Ds of rain and hail
in the hook echo that are relatively narrow (latgeand characterized by relatively
large drops, as compared with the exponential P& avith the M-P intercept
parameter value for rain iIB50mMY1A 250mMY 1Bproduces rain PSDs witD,
closer to the MM runshut only through a judicious choice of a reduceldi@af No,.

It cannot be overemphasized that this isgmiori specification that may not produce
results that are applicable to other types of stoimmother environments, or even to
other areas of the same storm (such as on theyebotic flank, where a stronger
cold pool is noted, and plots indicate overall derdD,, there in the MM runs [not

shown]). A final point about the differences innr@vaporation in these real data

runs: in all cases the low-levels in the hook eckgion were characterized by

145



relatively high RH, which intrinsically limits evapation regardless of the nature of
the rain DSD. Nevertheless, to the extent at whighificant deep downdrafts can be
established that entrain low-RH air from mid-levatsd also drive the RH down by
adiabatic warming, the differences in the DSD dmel ¢orresponding evaporation

rates can be significant, as found in the idealsetdilations of Chapter 5.
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6.5 Conclusionsand Future Research

In this chapter, we have presented results frorat afshigh-resolution real-
data simulations of the 3 May 1999 tornado outhreath a focus on storm A, the
parent storm of the Bridge Creek-Oklahoma City-Mo&56 tornado (SDS02). The
experiments utilized telescoping one-way nestedisgriom 3 km down to 100 m grid
spacing, with intermediate grids of 1 km and 250 Results from the 1-km and 250-
m experiments were discussed in detail. The 1 kith was utilized mainly to
assimilate mesoscale and radar data, via a 3DVA&#Chnalysis setup similar to
that used in Hu et al. (2006; 2006). It servesuidbup the two initial storms in the
outbreak during their developing stages (from 20T to 2230 UTC 3 May 1999)
through intermittent data assimilation cycles, pretlicts the storms over the ensuing
hours (from 2230 UTC to 0300 UTC). We demonstraied the assimilation of both
reflectivity and radial velocity NEXRAD Level-Il dar data over a time period of 90
min at 10 min intervals was able to result in asoeably realistic forecast of the
storms and their tracks over 3+ hours, when usingree-moment microphysics
scheme.

Starting from the 15-min forecast (valid 2245 UT&€)the 1 km grid, several
forecasts at a 250-m horizontal grid spacing weaveed, each with a different
version or configuration of the MY microphysics saie. The 250-m experiments
were designed to assess the ability of the moderédict the tornadic behavior of
storm A during the time frame when the real storas\wroducing the long-track F5
tornado, and to examine the microphysics impacttimn cold pool, RFD, and
tornadogenesis. The results indicate that tharfgedof the idealized simulations in

Chapter 5, in general, hold also for the more coaf®d real-data, full-physics
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framework of these experiments. That is, in gdpnatee MM runs (with the
exception o250mMY2DAIn the first ~% of the forecast period) displayethtively
weaker cold pools (as indicated by the extent armbmtude of negatived:
perturbations) than the SM run using the standas® ¥hlue ofNo, = 8.0 x 16 m™
(250mMY1A The SM run wittNo, = 4.0 x 16 m™ (250mMY 1B displayed cold pool
intensities comparable or even weaker than the Mizé.r However, the MM runs all
had better reflectivity structure in the forwardrfk region, as compared with the SM
runs, which had forward flank reflectivity regiotisat were too small in the E-W
extent compared to observations; these resultslaceconsistent with the idealized
simulations of Chapter 5. The latter results watteibuted to the process of size-
sorting, which is parameterized in the MM runs tigio the differential sedimentation
of the predicted moments, while it is absent eltivgthin the same hydrometeor
category in the SM runs (a single mass-weightednnfael speed is used for the
hydrometeor field at a given point). The hook echgion was also found to be
simulated much more realistically in the MM rungrtcularly in 250mMY2and
250mMY 3 with relatively smallg. perturbations (~5 K or less) in this region throug
most of the simulation period. This is consisterth mobile mesonet observations
near the hook echo and tornado regions of stormmsnéd B (Markowski 2002);
relatively smallg. perturbations were observed there.

In addition to the above results, the simulatioriashadic circulations within
the 250-m experiments was also improved in the Miklsr 250mMY 3produced a
long-track tornado which was qualitatively similarboth length and duration to the

observed F5 tornado track. In contrast, the tarndevelopment was delayed by
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approximately 45 min i250mMY 2 by approximately 1 h i@50mMY2DAby almost
1 h 15 min i250mMY 1B 250mMY 1Awhich had the strongest cold pools, produced
only weak, short-lived vortices. An analysis ot thertical momentum equation
forcing terms along trajectories that passed thnotlg near-tornado RFD on their
way to the tornado was performed for each simuta#dthough more work needs to
be done (i.e., examining more trajectories at dbffié times), preliminary results
indicate that the greater negative buoyancy inlakaelevel hook echo/RFD regions
of 250mMY1A 250mMY 1B and 250mMY2DAsuppresses tornadogenesis and/or
intensification and also leads to vertical decouplof the developing surface vortex
from the mid-to-low-level mesocyclone by virtue sifonger low-level outflow. In
contrast, the negative buoyancy is weak or neaoly-existent in250mMY2and
250mMY3which produce the strongest, longest-lasting, @oea. These results
were shown to be consistent with recent numerindl @bservational studies on the
relationship between RFD thermodynamics and torgewesis. Finally, an
examination of the PSD parameters of rain andihaihe RFD region showed that
the MM runs tend to produce PSDs biased towardgefaraindrops and hailstones,
and in the case of the MM run250mMY2DAand 250mMY 3 with variable PSD
shape parameter, the PSDs obtained are relatiahpw. In contrast, the typical
values of the fixed intercept parameters for raad &ail in the SM runs tended to
produce PSDs weighted toward smaller drops/stones.

In future work, we plan to continue the analysisha impact of microphysics
on RFD thermodynamics and tornadogenesis. Iniaddid completing the analysis

of the 100-m grid results to examine the impadudher refinement of the horizontal
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grid, there are other potential avenues for fruithsearch. The work described here
focused on the near-tornado RFD environment in bota and space. Comparatively
little attention was given to the differences asrtise cold pool in time and space
within even a single run. Most of the simulationad times when regions of
relatively colder outflow penetrated into the headho region. We plan to investigate
the source of this cold air, which likely was dexdvfrom the relatively dry mid-level
storm-relative inflow, as opposed to the mainlyycded BL air that is seen in the
“warm RFD surges”. It is believed that the relatirequency of cold outflow vs.
warm outflow episodes is determined by how effetfithe potentially cold storm-
relative mid-level dry air can penetrate to thefaee, which in turn is dependent on
the diabatic cooling effects of microphysics. e tturrent simulations, even though
the MM runs have relatively strong cold pools, tfeg mostly confined near and
northwest of the core reflectivity region, wher@aghe SM runs, even iR50mMY 1B
there is a tendency for relatively cold air to aisopresent in the hook echo region. It
is believed that the flexibility of the MM schemedgth their ability to predict PSDs,
and allow for size sorting within the species, cametd with the complex 3D nature
of the storms, is leading to variations in the R&ibss different regions of the storm
that in turn is leading to these cold pool differesn The SM runs would have
comparatively less variation since the PSD is tiedjuely to the mixing ratio, which
would explain why the cold pool is more uniformlystdibuted throughout the
precipitating region of the storm, including theokacho region.

We wish also to inspect the source and sink temiba vorticity equation to

assess the dominant mechanisms responsible focityogeneration and transport to
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the developing tornadoes. While past modeling waag investigated this problem
(e.g., Klemp and Rotunno 1983; Wicker and Wilhelmd®93; Xue et al. 1993;
Grasso and Cotton 1995; Wicker and Wilhelmson 19883), this has not been, in
general, done in the context of variations in P®D&ydrometeors in the tornado
environment, and their impacts, e.g., on barochaidicity production or transport of
angular momentum to low-levels by hydrometeor ditag; relative importance of
these and other processes in different situations/hich microphysics can vary
significantly still requires much research.

Finally, an investigation of the modeled tornattacture itself is planned. As
an example of possible tornado-scale features rthght be investigated, Fig. X
shows TH plots of the vertical momentum forcingrtey following the developing
tornado, for experimen250mMY2 At each time, the maximum vorticity at each
height below 4 km within a box 3 km on a side cesdeon the surface vortex center
(to allow for tilt of the vortex) was used to praduthe TH plot. Of interest is the
vertical structure of the VPPGF seen in Fig. 6.28ich may be due to centrifugal
wave instability in the vortex. Since, as alreadgntioned, 250-m grid spacing is
probably too coarse to resolve sub-tornado scakeiifes, and in fact the tornado itself
is only marginally resolved, this will require sitations at smaller horizontal grid
spacings (100 m or less) to determine if such featare actual physical features of
the flow, are computational artifacts, or artifadte to the use of the inherently noisy

field of vorticity to fix the vortex location fohe TH plots.
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Chapter 7 Conclusions
7.1 General Summary

Cloud and precipitation microphysics is one of tmest important and
fundamental physical characteristics of deep mwastvection, and also one of the
most complex and poorly understood. Numerous obsenal, theoretical, and
numerical studies have vastly improved our undedstey of these processes within
cloud and storm systems, but much remains to bedda This work has attempted
to build up our understanding by focusing on thdiaar line of investigation of
bulk microphysical parameterizations (BMPs) as iggpto simulations of supercell
convection, using the Advanced Regional PredictBystem (ARPS) model. We
have shown, in agreement with much past work, riety details of the behavior of
simulated supercells is sensitively-dependent enctivice of type of microphysics
scheme, or parameters within a given scheme. Tdie amphasis of this work was
ascertaining the impact of microphysics on the lewel downdrafts, associated cold
pools, and reflectivity structure in supercellsgerstanding the physical mechanisms
behind the main processes responsible for cold peskelopment and intensity
changes, and their feedbacks to storm structuret@am@édogenesis potential. In
particular, we have shown that multi-moment (MMhames have several inherent
advantages over their single-moment (SM) countéspiar their treatment of the
processes of evaporation and melting -- which amiglly due to the additional
flexibility in the particle size distribution (PSD)- that lead to significant
improvements in the simulation of supercell colalso This study represents one of

the first of its kind to systematically investigdé#M microphysics parameterizations
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in the context of simulation and prediction of sigedl thunderstorms and associated
tornadoes. In the particular case studied in thssertation, the 3 May 1999
outbreak, the most significant improvement seen asasmoval or reduction in the
common “cold bias” seen in many past numericalisgidf supercells (Markowski
2002; Markowski et al. 2002). In the following 8en, we provide a chapter-by-

chapter summary of the dissertation that illusgrdébe main findings of this research.

7.2 Chapter Summary

In the first section of Chapter 2, an overview lnéd BMP method was given
along with a brief comparison to other methodshsag the spectral bin method. A
description of the hydrometeor categories commaisyd in BMPs was given. Two
common functional forms of the PSD, which must pec#fied in BMPs for the
various hydrometeor categories, the exponential gachma distributions, were
described. Past studies exploring the sensitvitgimulated storm characteristics,
such as precipitation amount and cold pool strengthvariations in parameters of
SM schemes were summarized. Improvements oveBkhenoment approach that
have the effect of mitigating some of this sengitiwere discussed, including the
increasingly-popular MM approach, the use of whisha main focus of this
dissertation. The attractiveness of the MM apgdnohes mainly in the greater
flexibility in the PSD obtained, by virtue of allang the fixed parameters in the PSD
function to vary independently (e.g. the intercpptametemN, in the exponential
distribution, which must be fixed or diagnosed inSM scheme, can vary

independently from the slope parameien a double-moment or higher scheme).
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The last two sections of Chapter 2 focused on acrgg®n of the
microphysics schemes available in the ARPS modal were used in this study,
including a version of the popular LFO scheme (etnal. 1983; Tao and Simpson
1993), the WRF Single-Moment 6-Class scheme (W3itGg and Lim 2006), and
the Milbrandt and Yau multi-moment scheme (MY, NMabdt and Yau 2005;
Milbrandt and Yau 2005), which can be run in anyfamfr modes (single-moment,
double-moment, double-moment with diagnosticand the full triple-moment
formulation). A comparison was made between théoua schemes used in this
study, with a focus on the processes most respentb latent heat changes in the
low-level downdrafts of convective storms: clouddaain evaporation, melting of
hail, and collection of rain by hail.

In Chapter 3, a brief overview of the 3 May 1999boeak is given from a
synoptic to tornado-scale perspective, and padiesiare summarized. An account
of the tornadic supercell that produced the MoQ¥, F5 tornado (tornado “A9” of
storm “A”) was given.

In Chapter 4, a brief summary of an initial setredl-data experiments from
which a sounding was extracted to provide the hanegus environment for the
idealized simulations of chapter 5 was given. #swound that at the relatively
course horizontal grid spacings of 3 km used irs¢hexperiments, that all the
microphysics schemes tested over-predicted coldl iptensity and area, which was
attributed potentially to the relatively course alesion used, in which mixing

processes are poorly resolved.
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In Chapter 5, a set of idealized high-resolutiongk-sounding supercell
storm simulations (at 500 m and 250 m grid spacimgge presented, making use of
an extracted sounding from a prior real-data expemt. Several different
microphysics schemes and configurations were testelliding three SM schemes,
and three MM schemes. It was found that the MMesots performed better than the
SM schemes in producing storms with relatively waald small cold pools without
any tuning, which was much more consistent withdhservations. In contrast, the
SM schemes showed a tendency to produce strontaagelcold pools when typical
values of the intercept parameters for the varioydrometeor exponential PSDs
were chosen. Furthermore, changes in these fimmicept parameters had large
first-order effects on the cold pool size and gjten Several important advantages of
the MM schemes over the SM ones were brought tt ly these results. These
include the better physical representation of treperation and melting processes (in
particular, by allowindNoto decrease during these processes), and the profcsize-
sorting, which is modeled through the differents@dimentation of the predicted
moments, which, taken together lead to overall Enahagnitudes of evaporation
and melting, all other things being equal, thaa itypical SM scheme. Accordingly,
it was argued that the MM approach is very attvacfor storm modeling, since it
provides for better physical realism and reducesathount of “tuning” required for a
given case.

In Chapter 6, a set of high-resolution real-dateeexnents of the 3 May 1999
outbreak, with a focus on the prediction of stornard its associated long-track F5

tornado were described. Telescoping one-way negied were utilized with grid
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spacings of 3 km, 1 km, 250 m, and 100 m, the lat&r grids of which were
designed to simulate tornadoes within the stornhes& experiments were designed
to confirm the results of the idealized simulatiomhin the context of the more
complicated real-data, full-physics approach. Thre sophisticated setup, which
included 3DVAR assimilation of various sources dadtaj including Oklahoma
mesonet data and NEXRAD Level Il reflectivity datas also ideal to test the impact
of MM vs. SM microphysics on realistic simulationdaprediction of the storms and
tornadoes, both to assess the sensitivity of trecést to these different schemes, and
also to examine the physical processes impactim@atimgenesis. It was found that,
in general, the results of the idealized simulaidmeld true for the real-data
experiments as well, in that the MM runs were gaiheisuperior to the SM runs in
prediction of cold pool intensity and reflectiviyructure.

Considerable variability in the timing of tornadogsis and intensity of
tornadoes was seen across the simulations perforamed50 m grid spacing,
indicating that microphysical processes are an napb component of the cascade of
physical processes leading to tornadogenesis. eiergl, the MM runs performed
significantly better than the SM runs in predictihg intensity, timing, and longevity
of tornadoes. The MY3 scheme produced the besk trrediction, with a
gualitatively very similar track (both length andrdtion) to the observed F5 tornado
track. In contrast, the MY1 scheme, using the dgpiM-P distribution for rain
(MY1A) produced only weak, short-lived tornadoe&n analysis of the forcing for
vertical motion in the near-tornado RFD air indeghthat in the runs (mostly the SM

runs) in which cold, low#, surface air was present in this region, the devety of
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a strong tornadic vortex was impeded. This wasalueast partially to the negative
buoyancy impeding upward vertical acceleration leé &ir entering the incipient
tornado at low-levels, but also due to the decogpbf the developing low-level
circulation from the low-level mesocyclone circudat and associated updraft, due to
the stronger undercutting outflow.

In contrast, in the runs (especially the MY2 and 34dns) in which the near-
tornado RFD air was relatively warm (having origeth from the warm, moist BL
inflow and re-circulated through the RFD), strongeng-lived tornadic vortices
formed more readily, both because of less impedtmeertical acceleration by the
less negatively-buoyant (or even positively buoyardgar-surface air entering the
tornado, and because of greater vertical continoitythe developing surface
circulation with the low-level mesocyclone. Thétda allows for stronger vertical
stretching of vorticity over the developing tormadtirculation, which leads to
enhanced convergence and greater near-surfacedip\R&GF to help overcome any

weak negative buoyancy at low levels.

7.3 Futurework and implicationsfor storm-scale NWP

The results of this dissertation research indidatg multi-moment bulk
microphysics parameterization is a robust and psmmiapproach for convective
storm simulation and prediction, even down to ttedes of tornadic circulations. The
comparison of the various SM and MM schemes algsbcate that cloud and
precipitation microphysics in general is one of gneatest sources of uncertainty in
numerical simulation and prediction of severe cative storms. Thus, the choice of

microphysics parameterization has wide-sweepingligafions for the numerical
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simulation and prediction of convection. We wiksdribe in this section some
avenues for future work that will attempt to addresme of these implications.

In the immediate future, we plan to continue thalgsis of the 3 May 1999
real-data simulations discussed in Chapter 6 wighfollowing foci:

1) Examine further the mechanisms important fornadogenesis (or
tornadogenesis failure), tornado longevity andnsity across the simulations by
vorticity and circulation budget analyses, with amphasis on the impact of
microphysical processes. Questions needing ansmausle: what are the feedbacks,
both dynamic and thermodynamic, of the PSD of @ hail in the hook echo
region to the development of low-level rotation asdbsequent stretching and
intensification into a tornado-intensity vortex?

2) Repeat the analyses on the 100-m simulatiantset® examine the impact
of further refinement of the horizontal grid, andl the possible improvement to the
tornado prediction.

Of great interest to both the storm researchfaretasting communities are
the salient differences between nontornadic andhtbc supercells that lead to their
respective behaviors. As pointed out by MSROZettagpears to be no systematic
differences between the radar presentations ofonmadic and tornadic supercells.
As discussed in Chapter 6 of this dissertation réiselts of the real-data simulations
strongly support the conclusions of MSR02 and M@& significant tornadoes are
more likely in supercells in which relatively watow-level air is present in the RFD
region, as is the case in general in the MM sinmuiat herein. The particular case

chosen for this study, the 3 May 1999 tornado @atkywas one of the most prolific
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tornado-producing outbreaks in history, especialhen considering that nearly every
right-moving supercell of the outbreak was torng@DbS02), and often significantly
so. In many other supercell events, there mayeleral supercells, none (or only a
few) of which are tornadic. Thus, in future worlewould like to extend this
investigation into one or more cases that incluaestiy nontornadic supercells and
those that are “marginally” tornadic (that is, puod no significant tornadoes, where
significant in this context means no tornadoes tgrethan EF2 intensity). Other
scenarios--in which the microphysical processes wey significantly from the
typical mid-latitude continental supercell envirogmi-that may be investigated are
tornadoes that occur in “mini-supercells” in theeggnce of a cold-core mid-
tropospheric closed lows (see, e.g., Davies 208§d& et al. 2006) or in the outer
rainbands of tropical cyclones (see, e.g., McC&311 McCaul and Weisman 1996;
Suzuki et al. 2000). Can the MM microphysics apphoaeliably discriminate
between tornadic and nontornadic supercells inethesried environments? In
addition to supercells, it is clear that the sewvisjtto microphysics extends to other
types of convective systems, including multi-céllsters, squall lines, bow-echoes,
and mesoscale convective vortices, all possiblaw®for future research.

Finally, the superiority of the MM over the SM appch has important
implications in the area of storm-scale radar dadaimilation, especially when
polarimetric data are available. Jung et al. (200And that their polarimetric radar
data emulator, when applied to idealized supestetin simulations using the ARPS
model and the DM version of the MY BMP, was ableataurately reproduce many

distinctive polarimetric radar signatures seenhbseavvations of supercell storms (see,
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e.g., Kumjian and Ryzhkov 2008; Romine et al. 2008hile the SM scheme
performed very poorly. Jung et al. (2009) sugdgleat assimilation of polarimetric
radar data may thus only be useful if a DM or highelk microphysics scheme is
used. In addition to these considerations, whilmight first appear attractive, in,
e.g., an Ensemble Kalman Filter (EnKF) data asatmih paradigm, to take
advantage of the spread of solutions provided ineasemble that varies the
parameters in a SM scheme across the ensemble msertie results of this study
indicate that SM schemes are physically deficiargaveral important microphysical
processes and that these deficiencies have impatédnmental feedbacks to storm
structure and behavior. Thus such ensemble spveatl not accurately reproduce
the actual spread of uncertainty of a given situnatiln such a case, it might be better
to utilize a more advanced and accurate MM schemnembst if not all ensemble
members, and provide for ensemble spread throwgidatd variation of initial and
boundary conditions, or through the varying of aertother uncertain microphysical
parameters, such as initial CCN concentration, Wwiécnot directly related to the
physics of the microphysical processes themsel@&sarly, much more research is
needed in this area, and the application of MM s&eeto advanced storm-scale data

assimilation and prediction is a medium-to-longvtgyoal of the author’s research.
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