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ABSTRACT

The model gray zone refers to the range of grid spacings comparable to the dominant length scale of the
flow. In the gray zone, the flow is partially resolved and partially subgrid scale (SGS). Neither ensemble-
averaging-based parameterizations nor turbulence closures are appropriate for parameterizing the effects of
SGS motions on the resolved flow. The gray zone of the convective boundary layer (CBL) is in the range of
CBL depth, typically O(1) km. A new approach that seeks explicit resolution of the unstable surface layer
through a nest layer of fine grid spacing is proposed to improve CBL parameterization in the gray zone. To
provide the theoretical basis for the approach, a linear analytic model is presented, and one-way nested
simulations are performed to investigate the dynamical coupling between the surface layer and the mixed
layer. The analytic model shows that at the onset of thermal instability, the vertical and horizontal structures
of the mixed layer are set by surface-layer forcings. The nested 3D simulations extend the findings from the
analytic model and further reveal potential improvements in high-order statistics and resolved convective
structures both including and extending above the nest region compared to the stand-alone gray-zone sim-
ulations. This study suggests that when the most energetic scales of CBL convection are resolved in the surface
layer, the overall simulation of the CBL improves at gray-zone resolutions.

1. Introduction

In the daytime convective boundary layer (CBL),
the boundary layer depth zi represents the character-
istic length scale of organized convective circulations
(Lenschow and Stankov 1986). For typical daytime
conditions over land, zi can grow to about 1–2 km
(Kaimal and Finnigan 1994). In numerical models
with grid spacing Dg � zi, such as in mesoscale and
general circulation models, CBL turbulence is repre-
sented entirely by planetary boundary layer (PBL)
schemes. When Dg � zi, such as in high-resolution

cloud-resolving models and large-eddy simulations
(LESs), CBL turbulence is mostly resolved, while the
sub-grid-scale (SGS) fluctuations are represented by
turbulence closures. When Dg is comparable to zi,
neither PBL schemes nor turbulence closures are ap-
propriate. This range of Dg is named terra incognita by
Wyngaard (2004) and is also widely known as the
model gray zone (Arakawa et al. 2011; Arakawa and
Wu 2013). It describes the situation where the scale of
the spatial filter, or loosely speaking, the model grid
spacing, is comparable to the characteristic length
scale of the flow. In the model gray zone, neither
ensemble-averaging-based parameterizations nor tur-
bulence closures are appropriate. For the CBL, the lackCorresponding author: Bowen Zhou, zhoubowen@nju.edu.cn
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of applicable SGS parameterization in the grid-spacing
range of zi presents a challenge to modern-day nu-
merical weather prediction (NWP) models, whose
spatial resolutions are rapidly approaching ;1-km
scale (Xue et al. 2013). Another application that of-
ten traverses the CBL gray-zone scales is regional dy-
namical downscaling via grid nesting (e.g., Mirocha
et al. 2013; Muñoz-Esparza et al. 2017).

If sufficient computational resources and highly scal-
able NWP models allow, the PBL gray zone can be
avoided by increasing the grid resolution to be at
least an order of magnitude finer than zi.1 Currently,
typical resolutions of operational NWP models are
between a few and 10 km or so (Xue et al. 2013). If
the horizontal grid resolutions were to increase from
O(10) km to O(100) m, thus avoiding the CBL gray
zone, the computational cost would likely increase by
more than a million times.2 In addition, dodging the gray
zone is futile since atmospheric flows are inherently
multiscale. The next gray zone, such as gravity waves
having wavelengths of a few hundred meters (Newsom
and Banta 2003) or nighttime stable boundary layer
flows with buoyancy length scales O(10) m (Stull 1988,
chapter 12), will keep on emerging.

Quite a few studies have exposed issues of gray-zone
CBL modeling with either turbulence closures or PBL
schemes. When simulating an idealized CBL, Xue et al.
(1996) found that the 1.5-order turbulence kinetic energy
(TKE)-based SGS turbulence closure of Deardorff
(1974) operating on the order of 1-km horizontal grid
spacing lacks vertical mixing, such that the potential
temperature profile is superadiabatic throughout the
depth of the CBL. LeMone et al. (2010) simulated a fair-
weather CBL with the Yonsei University (YSU) PBL
scheme (Hong et al. 2006). They found that when hori-
zontal grid resolution is decreased from 1 km to 200 m,
convective organization changed from linear rolls to
broken cells. Gibbs et al. (2011) evaluated model pre-
dictions of turbulent flow parameters in a dry CBL. For all
three PBL schemes tested, they found similar convection
structures for 4, 2, and 1 km horizontal grid spacings and

concluded that the value added through refining grid
spacing from 4 to 1 km was minimal. Potential problems
with gray-zone modeling could further affect derivative
applications of NWP such as air quality modeling (Ching
et al. 2014, hereafter C14) and fire danger forecasting
(Thurston et al. 2016).

Several scale-aware gray-zone PBL schemes have
emerged in recent years by introducing the horizontal
grid spacing Dg as an additional variable to existing PBL
schemes. First, the variation of SGS fluxes as a function
of the dimensionless grid spacing Dg/zi is determined
empirically by coarse graining idealized CBLs simulated
by LESs (e.g., Honnert et al. 2011; Shin and Hong 2013;
Malavelle et al. 2014),

w0u0SGS(Dg) 5 fu

 
Dg

zi

!

w0u0PBL , (1)

where w0u0SGS and w0u0PBL are the SGS and total tur-
bulent fluxes of variable u. The latter is obtained from
the original PBL scheme. The fu defines the SGS parti-
tion of w0u0 for different Dg/zi across the gray zone and
usually differs for different values of u; fu approaches
unity at mesoscale spacings (Dg/zi � 1) and restores to
the original PBL scheme. It decreases monotonically as
resolution refines and diminishes at LES spacings where
turbulence is well resolved.

Scale-aware PBL schemes are built upon these pre-
determined empirical partition functions fu to regulate
the amount of fluxes produced by the original PBL
scheme for a particular Dg. Examples include Boutle
et al. (2014)’s adaption of the Lock et al. (2000) scheme
and Shin and Hong (2015)’s adaption of the YSU scheme.
Modification of the Mellor–Yamada–Nakanishi–Niino
(MYNN) model (Nakanishi and Niino 2009) by Ito et al.
(2015) was more subtle, where the empirical partition
function was not applied directly to the fluxes but to the
dissipation length in the TKE equation. Efstathiou et al.
(2016) combined the Boutle et al. (2014) scheme with
the 3D Smagorinsky LES closure to create a so-called
blending scheme that allows a smooth transition from
PBL schemes to turbulence closures.

While flux-partition functions allow practical exten-
sions of PBL schemes into the gray zone, their
physical basis as well as their universality still remains
unclear. The main objective of this paper is to examine
the possibility of a generic approach for improving CBL
parameterization in the gray zone. It is based on the
physical understanding of gray-zone convection as
explained in C14 and Zhou et al. (2014, hereafter
ZSC14). The proposed method is through horizontal
grid refinement and two-way interactive vertical grid
nesting. This study provides the theoretical basis and

1 Skamarock (2004) found that the effective resolution of the
WRF Model, one of the most widely used NWP models, occurs
between 6 and 8Dg as opposed to the 2Dg Nyquist cutoff (minimum
resolvable) length scale. However, Sullivan and Patton (2011)
suggested that higher-order PBL statistics and turbulence spectra
converge only at zi/Dg greater than 60.

2 There would be 100 3 100 times more grid points in the
horizontal directions and about 100-times-finer time steps due
to the Courant condition. Switching from highly efficient one-
dimensional (1D; single column) PBL schemes to 3D turbulence
closures incurs additional computational cost.
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proves the feasibility of the proposed approach. The
implementation and results of the new approach are
presented in a separate paper.

2. A grid-refinement-based approach

The classic CBL driven by surface heating can be di-
vided into three vertical layers (Stull 1988) as illustrated
in Fig. 1. The potential temperature Q profile outlines
the stability of the CBL at different heights. The surface
layer in the bottom 10%–15% is superadiabatic,
the mixed layer in the middle is near neutral, and
the entrainment zone in the top 10%–20% is stably
stratified. Thermal instability originates from the
unstable surface layer and quickly propagates to the
entire CBL. Convective organizations are largely set
by the intrinsic thermal instability of the CBL while
influenced by vertical wind shear (Salesky et al. 2017).

When the grid spacing Dg of a mesoscale model is
refined to the gray-zone range, spurious resolved con-
vection sets in from the surface layer (C14; ZSC14). The
onset of resolved convection can be predicted through
a grid-dependent critical turbulent Rayleigh number
Ra(Dg/zi) based on the unstable surface-layer depth.
As shown in ZSC14, for typical mesoscale grid spacings,
Ra(Dg/zi) is too large to be achievable throughout
daytime, such that no resolved convection can ever
occur. When Dg/zi approaches unity, Ra(Dg/zi) is rapidly
lowered. When Ra is exceeded some time during the day,
that is, when eddy diffusivity is no longer sufficient to mix
heat upward, spurious resolved convection initiates. The
resulting convective structures are much broader than zi

in terms of size and are also overly energetic. The spuri-
ous resolved convection not only degrades the quality of
the simulated CBL but may also distort other resolvable
flow features (see the lake breeze example in C14).

Given the importance of the surface layer on con-
trolling the onset of thermal instability in the CBL, C14
sets a limit on Ra so that spurious resolved convection is
altogether suppressed. This is done by increasing eddy
diffusivity in the surface layer, thus lowering Ra below
its critical value. The method of C14 is universally ap-
plicable to eddy-diffusion-based PBL schemes. Once
applied, it effectively nudges the gray-zone solution
toward a mesoscale one. In terms of CBL dynamics,
refinement of grid resolution into the gray zone has little
added value since it does not resolve any more scales
than on a mesoscale grid. However, C14 shows that
elimination of spurious convection allows coexisting
flow of other scales (such as the lake breeze example in
their study) to be properly resolved.

Instead of quenching resolved convection in the
surface layer as in C14, if we could resolve surface-layer

instability properly, the overall CBL simulation would
improve in terms of the onset timing of resolved con-
vection and the dominant instability length scale
(i.e., the size of the convective structures). To resolve
the most energetic scales of motion in the surface layer,
finer resolution is certainly required. But instead of re-
fining grid resolution for the whole model domain, we
propose to refine the grid resolution of the surface layer
only while keeping the original grid for the rest of the
model to save computational cost. This can be done by
vertically nesting a layer of fine-resolution grid inside
the parent grid. A 2D schematic of the grid setup is
presented in Fig. 2. The nest grid extends from vertical
level 1 to nz. The rest of the parent grid from vertical
level nz11 to Nz remains unchanged. The horizontal grid
spacings of nest grid and parent are dx,y and Dx,y, re-
spectively. The vertical grid spacing Dz is identical for
both grids. Vertical grid refinement in the nest grid is not
necessary since Dz, usually around 50 m or finer with grid
stretching, is already much finer than Dx,y, which is the
primary limiting factor in resolving CBL convection.
Lateral boundaries of the two grids overlap. SGS tur-
bulent mixing in the fine nest and coarse parent grids are
parameterized by an LES turbulence closure and a PBL
scheme, respectively. The parent and nest grids com-
municate through two-way interactive nesting.

In theory, the method is advantageous over the
flux-partition-correction approach, because it is de-
veloped in response to CBL dynamics in the gray zone.
It does not rely on predetermined empirical functions
to introduce grid (scale) dependency, so it should be

FIG. 1. Schematic of the potential temperature profile in the CBL
driven by surface heating. The solid curve is from a high-resolution
LES of the Wangara CBL at local noon. The LES has 25-m iso-
tropic grid spacing and 1248 3 1248 3 100 grid points; see ZSC14
for details. The dash–dotted curve is a piecewise linear approxi-
mation. The magnitude of Q is specific to the Wangara case and not
universal.

NOVEMBER 2017 Z H O U E T A L . 3499



universally applicable to any PBL scheme. The compu-
tational cost is expected to be higher than flux-partition
methods. However, it can be kept under achievable limits
since the surface layer is only 10%–15% of the CBL, 1%
of the troposphere. In terms of vertical grid points, the
surface layer usually occupies no more than 10% of a
typical mesoscale model column.

Before implementation, the theoretical basis for the
proposed approach must be established. Specifically, the
dynamic coupling between convection within and above
the surface layer must be determined. For the grid-
refinement-based method to work, resolved convection
above the surface layer must respond to surface-layer
forcings and conform to the convective structures set by
the surface-layer instability. This cannot be assumed a
priori for turbulent convection. For example, Sullivan
et al. (1996) found that small-scale surface-layer turbu-
lence tends to stay within the surface layer. When they
applied a two-way nested grid in an LES to enhance the
resolution of near-wall turbulence, they observed im-
provements of turbulence statistics and spectra within
the surface layer, but no appreciable difference above,
to which they suggested that small-scale features
(relative to the LES grid) in the surface layer do not
propagate very far upward into the mixed layer. Here,
the scales of interest are those associated with organized
convection, and their ability to influence and propagate
into the mixed layer is investigated. In addition, the
dynamic feedback from the mixed layer to the surface
layer should also be assessed. It is desirable for the
proposed approach if the mixed-layer influence on the

surface layer is small, since only the surface-layer grid is
refined.

In the following, the coupling between the surface
layer and the rest of the CBL is first examined in section 3
through a linear analytic model of the CBL, focusing on
the onset of thermal instability. The nonlinear CBL is
then simulated in a one-way nested configuration and
compared to an LES and a stand-alone gray-zone run in
section 4 to further examine the influence of surface-
layer convection on the mixed layer in terms of higher-
order statistics and convective structures.

3. Analytic model of the CBL

The governing equations for the Rayleigh–Bénard
thermal instability are adapted to analyze the onset of
CBL convection (Piotrowski et al. 2009; C14; ZSC14).
With an eddy-diffusion representation of the turbulent
fluxes, the normalized Boussinesq equations for CBL
convection are given by

›ui*
›t*

5 2
›p*
›xi*

2 RaPru*di3 1 Pr
›2ui*
›xj*

2 , (2)

›u*
›t*

2 w* 5
›2u*
›xi

*2, and (3)

›ui*
›xi*

5 0, (4)

where Ra 5 2N2z4
i /(ktnt) is the Raleigh number,

N2 5 g/u0 du/dz is the buoyancy frequency squared,
Pr 5 nt/kt is the turbulent Prandtl number, and nt and kt

are the eddy viscosity and diffusivity, respectively.
Variables with superscript asterisks are normalized fol-
lowing Drazin and Reid [2004, their Eq. (8.5)]. Deriva-
tions of the governing equations are given in ZSC14. To
solve the system of equations, the vertical profile of Q is
required. Piecewise linear approximations, which are
sufficient for the purpose of this study, are adopted for
Q(z) in a classic CBL presented in Fig. 1.

Based on the approximations of Q(z), the CBL is sim-
plified into a two-layer structure consisting of an unstable
surface layer and a neutral mixed layer. For the mixed layer
where dQ/dz 5 0, Eqs. (2) and (3) are further simplified to

›ui*
›t*

5 2
›p*
›xi*

1 Pr
›2ui*

›x*2
j

and (5)

›u*
›t*

5
›2u*
›x*2

i

. (6)

Unlike the surface layer described by Eqs. (2) and (3),
ui*and u* are decoupled in the mixed layer and no longer

FIG. 2. A 2D schematic of the vertically nested gray-zone grid.
Thick gray lines and thin black lines represent the coarse and fine
grids, respectively. The horizontal spacings are 1000 and 200 m for
the parent and nest grids, respectively, with a refinement ratio of 5.
The vertical spacing is 50 m. The nest grid occupies the bottom
five levels.
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depend on Ra. The pure diffusive nature of Eq. (6)
suggests that u* is dynamically stable to all initial per-
turbations. The set of equations for the mixed layer is
inherently neutral (stabilitywise) and should only pas-
sively respond to forcings from its lower boundary (i.e.,
the interface between the surface and mixed layers).

Next, we investigate whether the convection patterns
in the mixed layer conform to those generated from
instabilities at the surface layer. Following the
classical analysis procedures of Drazin and Reid (2004),
and using normal modes W(z) f (x, y) est for w and
T(z) f (x, y) est for u, the governing equations for the
surface and the mixed layers are transformed to

surface layer: [D2(z) 2 K2 2 s]T(z) 5 2W(z)
z����������������������������}|����������������������������{Vertical

,

=2
Hf (x, y) 1 K2(x, y) 5 0
z���������������������}|���������������������{Horizontal

(7)

mixed layer: [D2(z) 2 K2 2 s]T(z) 5 0,

=2
Hf (x, y) 1 K2(x, y) 5 0, (8)

respectively. Here, D 5 d/dz, =2
H 5 ›2/›x2 1 ›2/›y2,

and K 5
���������������
k2

x 1 k2
y

q
is the horizontal wavenumber. The

reduced wave equation =2
Hf 1 K2f 5 0 governs the

pattern of the horizontal convective structures of
the CBL (e.g., hexagonal cells or rolls). Since the re-
duced wave equation remains unchanged for the surface
and mixed layer, the resulting convective structures
should also be the same for both layers at the onset
of thermal instability.

To further illustrate how the mixed layer responds to
the surface layer in the two-layer model, the vertical
component of the mixed-layer Eq. (8) is solved directly,

T(z) 5 CT exp(2Kz), W(z) 5 CW exp(2Kz) . (9)

Both T(z) and W(z) in the mixed layer decay expo-
nentially with height, where CT and CW are coefficients
determined by the boundary conditions at the interface
of the surface and mixed layer.

In the above analysis, the CBL is separated into two
layers with linear base-state Q profiles and capped
by a strongly stable inversion. The governing equations
of Rayleigh–Bénard convection apply to the surface
layer, predicting convective instability as a function
of Ra. In the mixed layer, velocity and potential tem-
perature are decoupled and not dependent on Ra. The
prognostic potential temperature [Eq. (6)] is purely
diffusive with an exponentially decaying solution given
by Eq. (9). The mixed layer responds to forcings from
the surface layer below. The convective structures in the

surface and mixed layer are governed by the same re-
duced wave equation [Eqs. (7) and (8)]. Therefore, we
expect unchanging convective structures as they initiate
in the surface layer and pass through the interface into
the mixed layer. Overall, the analytic two-layer model of
the CBL suggests that the surface-layer convective in-
stability determines the dynamics of the mixed layer at
the onset of resolved convection.

4. Nested simulation of the CBL

The linear stability analysis from the analytic model in
section 3 is only valid for small-amplitude perturbations
and is no longer appropriate when vigorous convection
is set in motion. To extend the results from the analytic
model and further investigate the nonlinear coupling
between the surface layer and the rest of the CBL, an a
priori analysis based on one-way nested simulations of
the CBL is carried out.

a. Numerical setup

1) CASE DESCRIPTION

The test case is based on the well-studied Australian
Wangara experiment (Clarke et al. 1971). It describes a
time-evolving CBL from 0900 to 1800 LST for day 33
(16 August 1967) of the experiment. The case setup
follows Yamada and Mellor (1975). The atmosphere is
initialized with an observational sounding at 0900 LST.
A time-varying surface flux boundary condition is ap-
plied uniformly to drive daytime heating:

u 5 sin
hp
11

(t 1 1:5)
i
,

w0u0
s 5 0:216 (K m s21)u ,

(10)

where t(h) is set to 0 at the beginning of the simulation
and Qs (K m s21) is the surface sensible heat flux.
Temporally constant geostrophic winds Ug, Vg (m s21)
are applied to represent synoptic pressure gradients,

Ug5
�

0:0029 (s21)z 2 5:5 (m s21) 0 # z , 1000
0:0014 (s21)z 2 4 (m s21) z $ 1000

, Vg 5 0.

(11)

Simulations are performed on a doubly periodic domain
of size 38 km 3 38 km 3 2.5 km. Uniform vertical grid
spacing of 50 m is adopted. Rayleigh damping is applied
to the top 500 m of the domain.

The Advanced Regional Prediction System (ARPS)
is used for the simulations. ARPS is a nonhydrostatic
mesoscale and convective-scale finite-difference nu-
merical weather prediction model. It uses a generalized
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height-based terrain-following coordinate on an Arakawa
C grid. A mode-splitting time integration scheme is
employed with vertically implicit treatment for sound
waves (Klemp and Wilhelmson 1978). More details
about ARPS, including its SGS and PBL mixing
schemes, are documented in Xue et al. (2000, 2001).

2) NUMERICAL ALGORITHMS

A list of key model parameters is presented in Table 1.
The first simulation (50L) is an LES with 50-m isotropic
grid spacing, using Deardorff (1974)’s 1.5-order TKE
scheme as turbulence closure. Results from the 50L run
are processed and saved at every time step, as explained
in the following paragraphs. In addition, 50L also serves
as a high-resolution benchmark of the Wangara CBL.3

The second simulation (950G) has a uniform horizontal
spacing of 950 m. Following Xue et al. (1996), the ARPS
PBL scheme based on Sun and Chang (1986) is used for
vertical mixing.

The third simulation (950G-50L) is a reverse one-
nested run designed to test the response of the mixed
layer and above to surface-layer forcings. Its domain is
identical to 950G, while a fine nest grid of 50-m spacing
occupies the bottom five levels of the parent grid. The
reverse nesting procedure starts with the 50L run. At
every time step of the 950G-50L run, results from 50L
are mapped to the 950-m grid through flat spatial
averaging:

FIJ 5
1

Rx

1
Ry

�
i

�
j

fij , (12)

where FIJ and fij represent the prognostic variables
including velocity, potential temperature, and pressure;
and Rx,y 5 Dx,y/dx,y are the nesting ratios in the x and y
directions. In this case, Rx 5 Ry 5 19; (I, J) and (i, j)
are indices of overlapping grid points on the parent
and nest grid. The summations are operated over the
stencil [i 2 (Rx 2 1)/2, i 1 (Rx 2 1)/2] and [ j 2 (Ry 2 1)/2,
j 1 (Ry 2 1)/2]. The general procedure of filtering
(averaging) fine-grid data to the coarse grid is termed
‘‘anterpolation’’ by Sullivan et al. (1996). The choice of
the averaging operator follows that of Clarke et al.
(1971) to satisfy the conservation (or reversibility)
condition. Special care is taken when downscaling
higher-order tensors from the fine grid (Sullivan et al.
1996). Since the Sun and Chang (1986) PBL scheme
is based on a prognostic TKE equation, TKE from the

50-m LES run is also mapped to the 950-m grid. In
addition to averaging the SGS components, additional
TKE, which is resolved on the 50-m grid, but of subgrid
scale on the 950-m grid, is also accounted for

EIJ 5
1

Rx

1
Ry

�
i

�
j

eij 1
1
2

("
1

Rx

1
Ry

�
i

�
j

(u2
ij 1 y2

ij 1 w2
ij)

#

2 (U2
IJ 1 V2

IJ 1 W2
IJ)

)

. (13)

Finally, the bottom 10 vertical layers of the spatially
averaged variables are saved at every time step of the
950G-50L run.

Next, 950G-50L is performed on a 950-m horizontally
spaced grid. After every time step, all prognostic vari-
ables (u, y, w, u, p, and e) in the bottom six vertical model
levels are replaced by the averaged (filtered) 50L data.
Since vertical level 1 is a ghost level below the surface, the
heights of u, y, and w points at level 6 are 225 and 200 m,
respectively. Vertical layers from levels 7 to 10 are set
as a buffer zone for a smooth transition from the bottom
6 anterpolated layers to the coarse grid above. Prognostic
variables in the buffer zone are a linear combination of
the anterpolated 50L (denoted by superscript a) and the
original 950G-50L results:

FIJK 5

8
><

>:

Fa
IJK K , 7

11 2 K
5

Fa
IJK 1

K 2 6
5

FIJK 7 # K # 10
. (14)

The above procedures constitute a reverse one-way nest,
where the fine-grid simulation is performed prior to the

TABLE 1. List of model parameters; Dx,y(dx,y) is the horizontal
grid spacing for the parent (nest) grid; Nx,y(nx,y) is the number of
horizontal grid points on the parent (nest) grid; nz is number of
vertical grid points for a nested run; Dt is the large time step of the
simulation. Runs are named with their respective horizontal grid
spacing. The letters L (for local) and G (for global) are appended at
the end of the run names to distinguish runs with the LES and the
PBL schemes for turbulent mixing. Parent and nest variables are
distinguished by capital and small letters. The 950G-50L is the
control nested run, which is also named N6 for comparison
purposes in the sensitivity study. The 950G-50L-D uses a dynamic
nest level that is based on 15% of hzi(t)i and increases from 2 to 6
for the Wangara CBL.

Type Name Dx,y(dx,y) (m) Nx,y(nx,y) nz Dt (s)

Stand-alone 50L 50 760 — 0.5
Stand-alone 950G 950 40 — 4
Nest 950G-50L/N6 950 (50) 40 (760) 6 4
Nest N16 950 (50) 40 (760) 16 4
Nest N26 950 (50) 40 (760) 26 4
Nest 950G-50L-D 950 (50) 40 (760) 2–6 4

3 ZSC14 showed that the Wangara CBL is well resolved at 50-m
isotropic spacing, where higher-order statistics and spectra have
converged.
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nest simulation. Data from the fine-grid run are filtered
and fed into the nest coarse-grid run. The purpose of this
run is to investigate how the mixed layer responds to
surface-layer forcings in a 3D simulation. Relating to
the proposed gray-zone approach, it also serves to in-
vestigate the potential improvements of the overall
CBL simulation by explicitly resolving the surface layer
only. For these reasons, the quality of the numerically
simulated surface layer must be ensured. Therefore,
data from the nest domain are postprocessed from an
independent 50-m LES, where the surface layer is well
resolved.

The choice of 950-m spacing for the parent grid is
based on the practical considerations of the proposed
approach. The grid-refinement-based approach requires
fine grid spacings to resolve the surface layer reasonably
well. For a ;1-km-deep CBL, the surface-layer grid
spacings must be no coarser than ;400 m (Xue et al.
1996). On the other hand, a refinement ratio of 3 or 5
is typical for grid nesting (Warner et al. 1997). Larger
ratios can cause a long transition fetch in the fine nest
where smaller resolvable scales are successively gener-
ated (Muñoz-Esparza et al. 2014). Given an approxi-
mate upper limit for the fine nest grid spacing of 400 m
and a 5:1 refinement ratio, the parent grid spacing should
not exceed 2 km in practice. We did perform another set
of simulations at 1950-m grid spacing including a stand-
alone gray-zone run and two nested simulations with 6
and 16 vertical nest levels. The results are qualitatively
similar to that from the 950-m grid spacings and there-
fore not presented.

For the method to work with 4-km grid spacing, which
is the approximate upper limit of the CBL gray-zone
range (Honnert et al. 2011), a larger nest ratio is
required. This can be achieved if numerical methods
are implemented to minimize the transition fetch. For
example, a nest ratio of 11 is used by Muñoz-Esparza
et al. (2017) for a real-case simulation by perturbing the
inflow to accelerate the generation of small-scale tur-
bulence on the nest grid. In the current nest setting, the
transition fetch is irrelevant because the fine nest is
run independently. A refinement ratio of 19 is used de-
liberately to feed a well-resolved surface layer into the
parent gray-zone grid.

The choice of the bottom six layers for the vertical
nest is made because the surface layer usually occupies
10%–15% of the CBL. For the Wangara case, where the
daytime CBL depth reaches its peak of 1.5 km in the late
afternoon, the surface-layer depth is roughly 200 m at its
maximum. During the course of the day, the surface-
layer depth deepens in proportion to a deepening zi (as
shown later in Fig. 4). Strictly, if only the surface is to be
refined, the nest-layer depth should vary with zi, while

the relative surface-layer to boundary layer depth ratio
is kept fixed. This is implemented in an additional sim-
ulation whereby the depth of the nested layer is kept at
the bottom 15% of the horizontally averaged CBL depth
at every time step. Selected results of the dynamic nest-
level run are presented in section 4b. Overall, simulation
results from the dynamic nest level are very similar to
that from the static nest level. While implementing a
dynamic nest level is simple for the one-way nested
configuration presented in this study, it gets complicated
considerably for two-way nesting in a separate paper.
Therefore, we kept using static levels for both the one-
way and two-way nested simulations. In the gray-zone
parameterization of C14, the unstable-layer depth is also
set to a fixed 300-m depth for a 1-km-deep CBL, which is
twice as deep as the current setting. Two more simula-
tions are performed where the nest occupies the bottom
16 and 26 layers (the N16 and N26 simulations, re-
spectively). Together with the six-layer control run (N6),
results from these three nest simulations investigate the
model sensitivity toward the depth of the grid-
refinement zone.

b. Results and discussion

1) FIRST-ORDER STATISTICS

Figure 3 compares the vertical profiles of potential
temperature hQi among the stand-alone 50L and 950G
runs and the nested 950G-50L run with six nest layers.
Here, the angle brackets represent horizontal averaging.
Overall agreement is achieved for the three runs. As
explained in ZSC14, as long as turbulent mixing is suf-
ficient, all first-order statistics should exhibit well-mixed
profiles, regardless of the nature of the mixing mecha-
nisms in the model. In the 50L run, turbulent mixing is
mostly carried out by explicitly resolved convective
motions plus a small fraction of SGS mixing through the
turbulence closure. In 950G, SGS mixing by the PBL
scheme is primarily responsible for most of the turbulent
mixing, and hardly any resolved motions exist in the first
few hours of the simulation. Below 225 m, profiles of hQi
from the nested simulation are identical to that from
50L. This is expected because the bottom six levels of
950G-50L are obtained by averaging the 50L data. In the
buffer zone between 225 and 425 m, the profiles of the
nested run gradually deviate from 50L. Initially, at 1200
LST, hQi of the nested run nearly overlaps that of 950G
above 400 m. Later in the afternoon in Fig. 3, the hQi
profile of the nested run gradually converges to that of
50L in the upper half of the CBL toward the capping
inversion.

The boundary layer depth is shallower in 50L and
950G-50L than 950G. This is confirmed by plotting the
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evolution of the boundary layer depth hzii in Fig. 4.
Here, zi is determined by the elevated level of neutral
buoyancy for a surface parcel, the same method as
that used in the Sun and Chang (1986) PBL scheme
within ARPS. In Fig. 4, hzii increases with time and
reaches its maximum value between 1700 and 1800 LST.
The time series of hzii for 50L and 950G-50L nearly
overlap, while 950G predicts a deeper PBL. This is be-
cause the PBL-scheme-predicted SGS turbulent mixing
is less than sufficient near the surface (Xue et al. 1996).
A slightly deeper superadiabatic surface-layer results
(see Fig. 3) in order to maintain upward SGS heat flux in
the gradient diffusion-based PBL scheme. Because of
this, the surface temperature is warmer in 950G, leading
to a higher diagnosed zi, therefore, more turbulent en-
trainment (through SGS mixing) at the CBL top, and
finally, a deeper CBL. Since the surface layer of the
nested run is averaged from the high-resolution LES
run, turbulent fluxes are mostly resolved and better
predicted. The improved representation of the surface
layer, specifically the depth and shape of the super-
adiabatic profile, leads to improved diagnoses of the
boundary layer depth and subsequently the overall
evolution of the CBL.

Notice that in Fig. 3, the hQi profile of the nested
run is unstable above the buffer zone at 1500 LST. At
1800 LST, it also appears slightly unstable compared
with the LES run, although to a lesser extent. Such
unstable profiles are likely due to underprediction of
entrainment processes in the nested run. To investigate
the cause, the entrainment flux ratio RH is presented in
Fig. 5a, where RH is defined as the ratio of entrainment
flux to the surface flux of heat (Holtslag and Moeng
1991). Here, heat fluxes include both resolved and SGS
contributions. Note that the surface heat flux is fixed for

all runs as boundary conditions [see Eq. (10)]. The RH

from the LES benchmark increases with time, with a
value slightly less than 0.2 for most of the day. Such
values are within expected ranges of CBL entrainment
(Gentine et al. 2015). For the stand-alone gray-zone run,
RH is initially smaller than the benchmark until past
1200 LST when RH spikes over the LES curve. Such
underprediction of entrainment flux on gray-zone grids
at the morning transition is also noted in Efstathiou et al.
(2016). The spike corresponds to the onset of spurious
resolved convection that also leads to the sudden drop of
zi in Fig. 4, as the warm surface air is suddenly mixed
upward. (More details on this will be shown later in
Fig. 8). Afterward, RH for 950G increases with time as
in 50L, however, with a smaller magnitude. In compar-
ison, the overall pattern of the time series of RH

from 950G-50L is more consistent with that of 50L.
The magnitude of RH is underpredicted throughout
the simulation. However, at the beginning, RH from
the nested run is larger than the stand-alone run. This is
again related to the improved prediction of the onset of
resolved convection in the nested run (as shown later in
Fig. 8). Specifically, in 950G-50L, resolved convective
plumes contribute to entrainment processes early on in
the simulation. When the nest level is raised to 16, the
RH curve initially overlaps that of the six-level run when
the boundary layer is still shallow (see Fig. 4). After 1130
LST, RH from N16 becomes larger than that from N6,
although its magnitude is still smaller than that of 50L.

The ratio of resolved to total heat flux is presented in
Fig. 5b. First, notice that in 950G before 1130 LST, the
resolved entrainment is close to zero, suggesting that the
PBL scheme is solely responsible for mixing. When
spurious convection sets in, about 60% of the entrain-
ment flux is from the resolved component. This is in

FIG. 4. Time series of horizontally averaged boundary layer
depth hzii.

FIG. 3. Comparison of horizontally averaged potential temperature
hQi at 1200, 1500, and 1800 LST.
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violation of the underlying SGS homogeneity assump-
tions of the PBL scheme. For the nested run 950G-50L,
the resolved component is small yet nonzero. Its per-
centage contribution approaches a little over 20% in the
late afternoon. When the nest level is increased to 16,
the contribution from the resolved entrainment flux in-
creases significantly to about 50%. But even so, the total
entrainment flux is still underpredicted according to
Fig. 5a.

Inspection of Fig. 5 indicates that the slightly unstable
profile of Q above the nest domain in 950G-50L is
mostly likely a result of the underprediction of en-
trainment fluxes. The cause for such underprediction of
the total entrainment flux can be traced back to the re-
solved and SGS components. The resolved to total flux
ratio in Fig. 5b reveals that in the entrainment zone of
950G-50L, the PBL scheme is still largely responsible for
the vertical mixing. However, as discussed previously, a
shallower boundary layer in the nested run due to a
better-mixed surface layer (see Fig. 4) leads to a smaller
turbulent mixing coefficient, hence less turbulent en-
trainment of free-tropospheric air with warmer potential
temperature. The improvement of surface-layer profiles
leading to reduced entrainment fluxes is an unexpected
consequence rooted in the design of the PBL scheme.
The LES run does not suffer from such effects although
its simulated boundary layer depth is similar to that of
the nested run, mainly because entrainment is mostly
resolved rather than parameterized. At 1800 LST, the
unstable Q profile almost disappears, because at that
time, the entrainment flux ratio of the nested run is
closer to the LES and the stand-alone gray-zone runs.

On the other hand, the resolved component of the
entrainment flux is also underpredicted in 950G-50L, as

evidenced by comparison with the 16-level nested run in
Fig. 5b. This is likely due to the presence of stronger
thermals when the nest level is raised (as shown later in
Fig. 12). As presented in Hunt et al. (1988), CBL ther-
mals gain strength by merging smaller plumes as they
rise. The increased nest level helps to nurture stronger
thermals as they ascend through the surface and the
lower mixed layer. The stronger thermals are able to
increase resolved entrainment fluxes as they encroach
the capping inversion. Overall, the artifact of a slightly
unstable Q profile is largely mediated when the nest
level is raised (as shown later in Fig. 11).

2) HIGHER-ORDER STATISTICS

Vertical profiles of some resolved second- and third-
order statistics at 1500 LST are presented in Fig. 6. The
time 1500 LST is chosen here and afterward to present
results because by then, the CBL is well developed in
all runs. In addition, analysis around this time reflects
some deficiencies of the analytic model predictions.
Alongside results from the first three runs, a fourth run
named filtered-50L is presented. It is obtained by ap-
plying a spectral filter to 50L at the gray-zone spacing
(i.e., 950 m) to represent the ‘‘true’’ resolved flow sta-
tistics on the gray-zone grid. A 2D Fourier transform is
applied to the 50L data at each vertical level. A sharp
low-pass spectral filter is applied where amplitudes of
horizontal wavelengths smaller than 2 3 950 m (i.e., the
Nyquist grid cutoff) are zeroed. The data are then
inverse-Fourier-transformed to physical space where
statistics are computed. Here, 2D horizontal filtering is
used to approximate 3D filtering. This is justified in
Tong et al. (1998) and has also been used in Sullivan and
Patton (2011).

In comparing profiles from the ideal (filtered-50L) and
the actual (950G) gray-zone runs, potential problems of
gray-zone modeling using conventional PBL schemes
are exposed. In terms of resolved variances, although
general agreement is achieved for hw0w0i, the profiles of
hu0u0i are very different between the filtered-50L and the
950G runs. The hu0u0i in 950G not only exceeds the true
solution at all elevations, it also exceeds the original 50L
run below z/zi ; 0.3 and above z/zi ; 0.6. The agreement
in the vertical and disagreement in the horizontal
velocity variances are explained by ZSC14, because
hw0w0i is a function of the vertical structure of the
CBL only, while hu0u0i also depends on the horizontal
wavenumbers. In comparison, hu0u0i in the nested run
agrees well with the filtered LES solution, although it is
slightly smaller toward the CBL top.

The hw0w0i profile in the nested run deviates from the
filtered LES solution above z/zi ; 0.2 and is also smaller
than the 950G solution. Such underprediction is most

FIG. 5. Time series of (a) the horizontally averaged entrainment
flux ratio RH and (b) the resolved to the total entrainment
flux ratio.
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likely a result of the lack of feedback from the mixed
layer in the parent grid to the surface layer in the nest
grid. In the current one-way nest model, flow in the sur-
face layer is obtained by the averaged LES data at every
time step. Two-way coupling between the surface and the
mixed layer is reduced to a one-way interaction, since
flow in the surface layer is not affected by the mixed layer
according to the ‘‘reverse nest’’ procedure. Under such a
setting, the analytic model predicts that the prognostic
momentum and potential temperature equations are
decoupled in the mixed layer [see Eqs. (5) and (6)]. Un-
der the Rayleigh–Bénard framework, hw0w0i scales with
W(z)2 [ZSC14, their Eq. (15)] and therefore should decay
exponentially upward above the surface layer according
to Eq. (9). In comparison, hu0u0i as function of the hori-
zontal wavenumber [ZSC14, their Eq. (15)] is less
affected. This is because the horizontal convective
structures in the mixed layer do conform to those gen-
erated in the surface layer (shown later in Fig. 10).
Comparison between the nest and the filtered LES run
reveals the feedback from the mixed layer to the surface
layer, which is not captured by the analytic model. When
the surface and the mixed layers are allowed to interact
in a two-way nested simulation in a separate paper, the
underprediction of hw0w0i is indeed reduced.

The resolved heat flux hw0u0i of the 950G run is larger
than that of the filtered LES run. This suggests a biased

partition of hw0u0i between the resolved and SGS com-
ponents. Part of hw0u0i that should have been carried by
smaller (SGS) eddies on the 950-m grid are erroneously
cast into the large (resolved scale) eddies. (This will
become clearer in the velocity spectra presented in
Fig. 10.) In comparison, the resolved hw0u0i in the nested
run agrees well with the filtered LES. The negative
(entrainment) flux at the top of the CBL in the nested
run is less than that in the filtered-50L and the 950G
runs. This is likely a result of the underpredicted mixing
coefficient near the CBL top as explained in section 4b(1),
since turbulent mixing in the coarse grid above the nest
surface layer is still predicted by the PBL scheme.

The skewness of the vertical velocity Sw of the 950G
run is larger than that of the filtered-50L run as well as
the original 50L run throughout the depth of the CBL. In
comparison, Sw of the nested run nearly overlaps that
of the filtered LES. The large differences in Sw suggest
overall different probability density distributions of
the vertical velocity, which are approximated by discrete
histograms in Fig. 7 at two elevations. The histograms
are normalized such that the area under each curve is
unity. In both the surface layer (z/zi 5 0.1) and center of
the CBL (z/zi5 0.5), the histograms are strongly posi-
tively skewed for 950G, whereas both the filtered LES
and the nested results exhibit slight positive skewness.
In the surface layer, the nested and the filtered LES

FIG. 6. Horizontally averaged (from left to right) resolved w variance, resolved u variance,
resolved sensible heat flux, and skewness of the vertical velocity at 1500 LST. Variances are
normalized by w*2, where w* 5 [(g/Q0)w0u0

szi]1/3 is the free-convective velocity. Sensible heat
flux is normalized by its surface value w0u0

s.
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histograms overlap because the nested run at that level
is obtained from spatial averaging (filtering) the LES
run. Higher up, the range of w0 for the nested run is
narrower than the filtered LES run, although their
skewness is almost the same (see Fig. 6). This is be-
cause for atmospheric models such as ARPS and WRF,
the effective grid resolution is usually coarser than the
Nyquist cutoff, because of both the numerical dis-
cretization and the explicit or implicit computational
mixing applied for damping poorly resolved waves. The
histogram of w0 at z/zi 5 0.5 of the nested run does
compare better with filtered LES at 4 3 950 m in Fig. 7b.

The onset of resolved convection for the three simu-
lations is presented in Fig. 8 to check the validity of the
conclusions from the analytic model. The onset timing
for each run at each elevation is determined by the in-
stance when the resolved hw0w0i first exceeds a threshold
value, set to 1 3 1024 m2 s22. It is a small arbitrary
number that corresponds to w0 ; 0.01 m s21. Higher
thresholds translate the curves to the right at all eleva-
tions and do not affect the comparison between the
three runs. The use of resolved variances of other
prognostic variables results in qualitatively similar
curves. In Fig. 8a, the onset of convection for the filtered
50L is shortly after the beginning of the simulation at
0900 LST. The positive gradient of the leftmost contour
suggests that the resolved convection is found at later
times at higher elevations, in accordance with the
surface-initiated instability. The onset of resolved con-
vection for the stand-alone gray-zone run is delayed by
more than an hour in Fig. 8b. The reason for the delay in
the onset of convection is the grid-based critical Ra on
the gray-zone grid as explained in ZSC14. Between 1200
and 1300 LST when resolved convection is initiated on

the gray-zone grid, a pulse release of hw0w0i of large
magnitudes is found in 950G. In comparison, the onset
of resolved convection for 950G-50L is much closer to
the filtered LES results. The magnitude of the hw0w0i in
the nested run is however smaller than the filtered
LES run.

Figure 8d presents hw0w0i for the dynamic nest-level
run 950G-50L-D. In theory, the static nest-level run
950G-50L should be better than the dynamic nest-level
run. This is because in the early morning, a larger pro-
portion of the CBL is resolved with 950G-50L. As the
surface layer deepens in proportion to zi toward later
afternoon, the dynamic nest level increases to the static
nest level. However, no appreciable differences are
found in the results of the static (Fig. 8c) and dynamic

FIG. 7. Normalized histogram of the vertical velocity at
z/zi 5 (a) 0.1 and (b) 0.5 at 1500 LST. Bin size is 0.1 m s21.

FIG. 8. Time–height contours of hw0w0i from (a) filtered-50L,
(b) 950G, (c) 950G-50L, and (d) 950G-50L-D. Contour interval is
0.05 m2 s22. The leftmost contour is at 1 3 1024 m2 s22.
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(Fig. 8d) nest-level runs. Other first- and second-order
statistics are also very similar between the two simulations
(results not shown). This reinforces the conclusion of this
study; that is, if the grid spacing of the surface layer is re-
fined to explicitly resolve convection where it originates,
the overall simulation of the CBL is expected to improve.

3) FLOW VISUALIZATION AND SPECTRAL
COMPARISON

The probability density distributions, along with its first
(mean) and higher-order moments (variance and skew-
ness) reveal large differences between the ideal and the
actual gray-zone runs. Compared to the stand-alone gray-
zone run, the nested run exhibits improvements above
the surface layer for the overall CBL in general except for
the resolved vertical velocity variance. Apart from sta-
tistical properties, visualizations of instantaneous flow
fields at 1500 LST in Fig. 9 offer a direct comparison of
the simulated convection for three different runs and the
filtered LES run. In the LES run, organized cell patterns
stand out in the w0 field (see Fig. 9a), where red colors
represent narrow updrafts and blue colors represent
broad compensating subsidence. At higher elevations
(see Fig. 9b), cells broaden because of merging of small
plumes (Hunt et al. 1988). For 950G (Figs. 9g and 9h),
organized structures that are qualitatively similar to those
found in Figs. 9a and 9b are evident but are much
broader. In the filtered-50L run (Figs. 9c and 9d), orga-
nized convective structures are much less pronounced.
This is because the lengths of the cells (i.e., the dominant
length scale of the CBL) in Figs. 9a and 9b are around the
boundary layer depth. Filtering at 950m removes a large
portion of the energetic eddies, as evidenced in the re-
duced resolved variances in the filtered-50L compared
to the 50L run in Fig. 6. The nest flow field is nearly
identical to the filtered-50L field at z/zi 5 0.1 as a result of
the nesting procedure. It is also close to the filtered
LES outside the nest region at z/zi 5 0.5, although the
magnitude is somewhat reduced. The comparison im-
proves when the LES flow field is filtered to 4 instead
of 2 3 950 m (results not shown).

To quantitatively assess the dominant length scales in
different runs, the energy spectra as a function of the
horizontal wavelength l 5 2p/

���������������
k2

x 1 k2
y

q
are plotted in

Fig. 10. The spectral peak is a good estimate of the
length scale of the dominant eddies (Kaimal and
Finnigan 1994). The spectral peaks of 950G are at a
much larger wavelength than that of 50L in all subplots
of Fig. 10. The magnitude of the spectral peaks in the
u spectra for 950G even exceeds that of 50L in Figs. 10b
and 10d. In comparison, the spectra of the nested run
almost overlap those of 50L toward the long-wavelength
end, since eddies of that size are well resolved on both

the 50- and 950-m grid. At z/zi 5 0.1 (Figs. 10a and 10b),
spectral magnitudes of the nested run decrease toward
small wavelengths as a result of the flat averaging op-
erator in physical space. At z/zi 5 0.5 above the nest
region (Figs. 10c and 10d), the spectral magnitude also
decreases toward small wavenumbers because of the
poorly resolved high wavenumber modes and compu-
tational mixing. At the wavelength cutoff of 2 3 950 m,
the nested spectra are zero because of the resolution
limit. Overall, the spectra of the nested run are much
better behaved than the stand-alone run. The nested run
does not create spurious spectral peaks and conforms to
the 50L run for long resolvable wavelength.

4) SENSITIVITY TO NEST LAYERS

To test model sensitivity to the depth of the grid-
refinement layer, two additional runs are performed.
These runs are nested up to 725 and 1225 m, which are
roughly half the CBL depth, and up to the entrainment
zone at 1500 LST. The horizontally averaged Q profiles
are presented in Fig. 11. Deeper nest layers show im-
provements over the control nested run. Profiles of the
N16 run are very close to those of the 50-m LES run
except for small differences in the entrainment zone
around 1500 LST. The profiles from the N26 and the 50L
runs almost overlap completely. The slight super-
adiabatic gradient in the upper half of the CBL in the
control run N6 is already removed in N16, let alone N26.
The profiles remain neutral in the upper half of the CBL,
outside the nested region in N16.

Improvements are also found in higher-order statistics
as presented in Fig. 12. Profiles of the 50L and 950G runs
are removed for clarity. For all statistics, N26 is close to
filtered-50L as a result of the elevated refinement level
almost up to z/zi ; 1. The differences primarily result
from flat and spectral averaging. The former is not
spectrally sharp, hence affects low wavenumbers beyond
the filter width. Successive improvements toward the
filtered LES run are found as the depth of the nest layer
increases, especially for the hw0w0i profiles. With grid
refinement up to half the CBL depth, the N16 profiles
already exhibit overall agreement with the filtered-50L
run. Note that for skewness Sw, the overprediction to-
ward the CBL top is a result of flat averaging. Around
the CBL top, skewness is large as a result of the over-
shooting thermals. When flat averaging is applied there,
it tends to overeliminate the downward motions, hence
increase skewness.

5. Summary

PBL schemes are inappropriate at gray-zone resolu-
tions because of the violation of their underlying
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FIG. 9. Visualization of w0 from (a),(b) 50L. Horizontal contours of w0 from (c),(d) the filtered 50L,
(e),(f) 950G-50L, and (g),(h) 950G runs at (left) z/zi5 0.1 and (right) z/zi5 0.5 at 1500 LST. Contour
interval is 0.5 m s21.
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horizontal-homogeneity assumption on the subgrid
scale. Such violation leads to delayed onset of resolved
convection and spurious convective structures (C14;
ZSC14). Targeting such deficiencies of PBL schemes
on the gray-zone grids, several studies have proposed
scale-aware PBL schemes by using empirically de-
termined flux-partition functions to downweight the
SGS flux of the original PBL schemes (Boutle et al.
2014; Shin and Hong 2015; Efstathiou et al. 2016). Al-
ternatively, C14 designed an approach based on the
dynamical role of the surface layer in controlling re-
solved CBL convection. They showed that when spu-
rious resolved convection in the surface layer is
suppressed by increased horizontal diffusion, it also
disappears in the mixed layer. Inspired by C14’s ap-
proach, we raise the following question. On a gray-zone
grid, if the most energetic scales of convection are
properly resolved in the surface layer, will they also be
properly resolved in the mixed layer? If so, a grid-
refinement-based approach can be designed to explic-
itly resolve the most energetic scales of surface-layer
convection and, in turn, to improve the overall CBL
simulation. When spurious surface-layer convection is

controlled by either elimination as done in C14 or ex-
plicit resolution proposed in this study, deficiencies of
the PBL schemes on the gray-zone grid can be
ameliorated.

To conceptually justify the proposed approach, we
must show that if convection is properly resolved in the
surface layer, it is also properly resolved in the mixed
layer despite the gray-zone grids. To do so, we must
study the dynamic coupling between the surface layer
and the rest of the CBL. Based on an analytic model and
one-way nested simulations, it is shown that convection
from the surface layer largely determines the dynamics
of the mixed layer and above. This provides the theo-
retical basis for the grid-refinement-based approach for
modeling the CBL at gray-zone resolutions. The main
conclusions from the analytic model and the nested 3D
simulations are summarized below.

First, a two-layer analytic model is constructed for the
CBL to focus on the onset of thermal instability. The
surface-layer dynamics are governed by the classical
Rayleigh–Bénard equations. In the neutrally stratified
mixed layer, momentum and temperature equations are
decoupled. The vertical structures in the mixed layer are

FIG. 10. The (a),(c) w0 and (b),(d) u0 energy spectra at (left) z/zi 5 0.1 and (right) z/zi 5 0.5 from the 50L, 950G, and
950G-50L runs at 1500 LST. Note that the y axis in (b) is different from the rest.
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therefore set by the boundary conditions at the interface
between the surface and the mixed layer and decay ex-
ponentially upward. The reduced wave equations that
govern the horizontal motions are the same in the surface
and the mixed layers, suggesting consistent horizontal
convective structures in both layers. In the two-layer
model, the surface layer assumes a dominant role over the
mixed layer. This suggests that if convective instabilities

are well resolved in the surface layer at the onset, the
overall representation of the CBL is expected to improve.

To extend conclusions from the analytic model to non-
linear CBL convection, reverse one-way nested simula-
tions are performed. To ensure the quality of the simulated
surface layer, an LES run is upscaled to the gray-zone grid
and used to drive nested gray-zone simulations. Consistent
with the predictions of the analytic model, simulation re-
sults show improvements compared to the stand-alone
gray-zone run, in terms of the timing for the onset of
convection, as well as the convective structures for the
overall CBL. The nested simulations also reveal some
deficiencies of the analytic model, which is the complete
decoupling of momentum and potential temperature in the
assumed neutrally stratified mixed layer. A result of this
deficiency is the underprediction of hw0w0i in the nested
run above the surface layer (Fig. 6). The underprediction is
reduced in the actual two-way nested simulations in
a separate paper, when the nonlinear feedback from the
mixed layer to the surface layer is allowed. Model sensi-
tivity to the nest-layer depth is also tested. Results show
that when nested up to half the boundary layer depth,
overall agreement between the nest and the filtered LES
run is achieved both within and outside the nest region.
Higher nest levels only show small improvements, which
are mostly manifested in high-order statistics.

Overall, the analytic model and the one-way nested
tests show that unlike small surface-layer eddies that

FIG. 12. As in Fig. 6, but for two additional runs with higher nest levels. Note that the
950G-50L run is renamed N6 for ease of comparison. Note the different x axis limits
compared to Fig. 6.

FIG. 11. As in Fig. 3, but for two additional runs with higher nest
levels. The three horizontal dashed lines correspond to the height
of the nest grid at 225, 725, and 1225 m. Note that the 950G-50L run
is renamed N6 for ease of comparison.
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tend to stay within the surface layer (Sullivan et al. 1996),
organized convection that originates from the surface
layer does propagate upward and sets the convective
structures for the rest of the CBL. The coupling between
the surface layer and the rest of the CBL in terms of
organized convection is a surface-layer-dominated one.
The dynamics of the surface layer has a strong influence
on that of the mixed layer, although some feedback
exists as revealed by the vertical velocity variance. The
conclusions suggest that a better representation of the
unstable surface layer can improve the overall simula-
tion of the CBL at gray-zone resolutions.
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