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ABSTRACT

This paper analyzes the three-dimensional flow structure and the heat budget in a typical medium-sized
and steep Alpine valley—the Riviera Valley in southern Switzerland. Aircraft measurements from the
Mesoscale Alpine Programme (MAP)-Riviera field campaign reveal a very pronounced valley-wind system,
including a strong curvature-induced secondary circulation in the southern valley entrance region. Accom-
panying radio soundings show that the growth of a well-mixed layer is suppressed, even under convective
conditions. Our analyses are based on the MAP-Riviera measurement data and the output of high-
resolution large-eddy simulations using the Advanced Regional Prediction System (ARPS). Three sunny
days of the measurement campaign are simulated. Using horizontal grid spacings of 350 and 150 m (with a
vertical spacing as fine as 20 m), the model reproduces the observed flow features very well. The ARPS
output data are then used to calculate the components of the heat budget of the valley atmosphere, first in
profiles over the valley base and then as averages over almost the entire valley volume. The analysis shows
that the suppressed growth of the well-mixed layer is due to the combined effect of cold-air advection in the
along-valley direction and subsidence of warm air from the free atmosphere aloft. It is further influenced
by the local cross-valley circulation. This had already been hypothesized on the basis of measurement data
and is now confirmed through a numerical model. Averaged over the entire valley, subsidence turns out to
be one of the main heating sources of the valley atmosphere and is of comparable magnitude to turbulent
heat flux divergence. On the mornings of two out of the three simulation days, this subsidence is even
identified as the only major heating source and thus appears to be an important driving mechanism for the
onset of thermally driven upvalley winds.

1. Introduction

On fair-weather days, complicated thermally driven
flow patterns can develop in mountain valleys and af-

fect the atmospheric boundary layer evolution. Such
flow patterns are typically a superposition of several
scales of motion, including local slope winds (directed
normal to the valley axis and along the slopes), chan-
neled and thermally induced valley winds (parallel to
the valley axis), and mountain–plain winds on the re-
gional scale. The phenomenology of these flows has
been well investigated and is comprehensively de-
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scribed in numerous reviews (e.g., Wagner 1938; Barry
1992; Whiteman 1990, 2000). Slope winds are under-
stood to arise as a consequence of horizontal density
gradients between the surface layer over the slopes and
the air over the center of the valley. Their physics can
be reproduced by relatively simple conceptual models
(Egger 1990). For valley winds, however, there is still
some controversy regarding the driving mechanisms.
This paper uses large-eddy simulation of flow in a steep
Alpine valley to investigate the nature of along-valley
wind formation using the heat budget as an analysis
tool.

It is known that the diurnal cycle of potential tem-
perature in a valley atmosphere reveals a higher ampli-
tude than the corresponding cycle over an adjacent
plain (e.g., Neininger 1982; Vergeiner and Dreiseitl
1987). While it is plausible that the resulting gradients
in hydrostatic pressure drive winds in the along-valley
direction, it is not yet clear why valleys heat more dur-
ing the day and cool more at night than do the adjacent
plains. Often, this is explained by means of the simple
topographic amplification factor (TAF) concept (e.g.,
Wagner 1938; Steinacker 1984; McKee and O’Neil
1989). It is based on a volume argument, stating that (in
the daytime case) a given amount of incoming solar
radiation applied over a mountain valley heats a
smaller volume of air than if applied over a plain, re-
sulting in a larger heating rate of the valley atmosphere.
In an analogous way, the nocturnal cooling rate (driven
by the emission of longwave radiation from the surface)
is stronger in a valley than over flat terrain. The main
limitation of the TAF concept is its assumption that the
control volume must be thermodynamically closed, that
is, that no heat must be exchanged with the synoptic-
scale flow in the free atmosphere above the valley.
Moreover, it fails in the case of rectangular valleys.
Another concept, which has been developed on the ba-
sis of idealized simulations, suggests subsidence heating
as an important driving mechanism (Rampanelli et al.
2004): because of a thermally induced cross-valley cir-
culation, which extends well above the valley top, warm
air of the free atmosphere is forced to subside, thus
warming the valley. So far, however, there have been
very few estimates of the heat budget terms in a day-
time valley atmosphere from measurements (e.g., Hen-
nemuth 1987; Kalthoff et al. 2000; Weigel and Rotach
2004), and they lack the spatial and temporal resolution
to assess quantitatively the underlying heating mecha-
nisms.

With the advances of computer technology, high-
resolution numerical simulations have become an im-
portant tool in the investigation of small-scale processes
and the flow structure over mountainous terrain (e.g.,

De Wekker et al. 2005; Gohm et al. 2004; Zängl et al.
2004, to mention only very recent studies). Such simu-
lations can be used for heat budget analyses. Fast et al.
(1996), for example, used the Regional Atmospheric
Modeling System (RAMS; Pielke et al. 1992) to inves-
tigate the nighttime heat budget of the Sindbad Basin in
Colorado and were able to confirm in part the mea-
surements of Whiteman et al. (1996).

We have chosen the Riviera Valley in southern Swit-
zerland (base width: 1.5 km, length: 15 km, depth: 2–2.5
km) to investigate the daytime flow structure, thermal
characteristics, and, ultimately, the heat budget in a
typical medium-sized Alpine valley. In our approach,
we combine measurements from the Mesoscale Alpine
Programme (MAP)-Riviera field campaign (Rotach et
al. 2004) with the output of high-resolution large-eddy
simulations (LES). For the modeling, we use the Ad-
vanced Regional Prediction System (ARPS; Xue et al.
2000, 2001, 2003). In Chow et al. (2006, hereinafter Part
I) an optimal model setup for simulating flow in the
Riviera Valley with ARPS is described and results for
one of the three days are evaluated by means of com-
parisons with radiosonde and surface data. Here, we
use this setup to simulate and analyze three days of the
measurement campaign (21, 22, and 25 August 1999)
with fair-weather conditions. The experimental and nu-
merical contexts are briefly described in the next sec-
tion. Section 3 characterizes the three-dimensional flow
structure in the valley and compares model results with
aircraft measurements. The thermal structure is elabo-
rated in section 4, including a heat budget analysis of
profiles over the valley base. The heat budget of the
entire valley is analyzed in section 5 and is put into the
context of the TAF and subsidence concepts of valley
warming.

2. The field experiment and numerical simulations

The experimental setup of the MAP-Riviera project
has been extensively described by Rotach et al. (2004).
The dataset obtained during the measurement cam-
paign includes radio soundings and sonic and profile
measurements, among others, at various surface sta-
tions. A light research aircraft (Neininger et al. 2001)
was also employed. Focusing on both the mean and
turbulence structures, the dataset is of unprecedented
completeness with respect to boundary layer studies in
such complex topography. In Part I radiosonde and sur-
face measurements are used to evaluate the perfor-
mance of ARPS in the Riviera Valley for the 25 August
case. Here we focus primarily on the assessment of the
three-dimensional flow structure in the daytime Riviera
atmosphere. The model performance in this aspect can
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be qualitatively evaluated by means of the airborne
measurements (Weigel and Rotach 2004).

The numerical context for the simulation of the Rivi-
era atmosphere is described in detail in Part I. Simula-
tions were quantitatively evaluated for 25 August 1999,
because data quality and synoptic conditions were most
“ideal” on this day. The setup that has proven to yield
the best results for 25 August is the so-called LU-SM
setup (Part I). In this setup, ARPS is run in a one-way
nesting mode. A grid of 9-km horizontal spacing is ini-
tialized from European Centre for Medium-Range
Weather Forecasts (ECMWF) analysis data and is then
successively nested down to grids of finer horizontal
spacings (3 km, 1 km, 350 m, and 150 m). All of the
simulations start at 1800 UTC of the previous day (local
daylight saving time � UTC � 2 h).

The best setup for the simulation of 21 and 22 August
has turned out to be almost identical to the LU-SM
setup. The only major difference is that on 21 and 22
August the model fields of the first nesting level (9-km
spacing) are additionally nudged over the entire simu-
lation period to the respective interpolated ECMWF
fields, yielding some further improvement of the model
output. This step has been necessary because of the
more complicated synoptic conditions on 21 and 22 Au-
gust: whereas 25 August was almost entirely cloud free

in all nesting domains, the Alps were partially cloud
covered on 21 and 22 August. On 20 August—the day
of initialization for the simulation of 21 August—there
is even rainfall over the larger part of the Swiss Alps,
making the model initialization particularly error prone
and the nudging process important.

Unless otherwise stated, data from model runs on the
350-m grid (finest vertical spacing of 30 m) are used in
this paper, because the 350-m grid is the finest domain
still containing the entire Riviera Valley. The 150-m
grid (finest vertical spacing of 20 m), which does not
cover the whole valley, has been used in section 4b, in
which profiles of heat budget components over the nar-
row valley floor are assessed. The two high-resolution
domains (350 and 150 m) are shown in Fig. 1.

For the choice of initial soil moisture distribution—
one of the most sensitive parameters—the LU-SM
setup of Part I has proven to give the best results, as
before. Following this setup, ECMWF soil moisture
values are used on the 9- and 3-km grids, a semiempiri-
cal three-level initialization is used on the 1-km grid,
and output data of the Water Flow and Balance Simu-
lation Model of the Eidgenössische Technische Hoch-
schule, the Swiss Federal Institute of Technology
(WaSiM-ETH; Jasper 2001) are used for the ARPS
runs on the 350- and 150-m grids. For the three-level

FIG. 1. Topography of (a) the 350-m grid and (b) the 150-m grid. Here “A1” denotes the location of a surface measurement station
(Bosco di Sotto). Data extracted from slices “S150” and “N150” are used in section 4b. “V350” indicates the integration volume used
in section 5.
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soil moisture initialization of the 1-km grid, the same
values are used as on 25 August (see Table 3 in Part I).

In Fig. 2, the diurnal cycle of measured and simulated
surface winds and potential temperatures at measure-
ment site A1 (Bosco di Sotto; see Fig. 1) are displayed
for 21 and 22 August (for 25 August see Figs. 4 and 5 in
Part I). Table 1 shows the corresponding root-mean-
square errors (rmse) and mean errors (bias) for com-
parisons of the modeled surface wind speed, wind di-
rection, and potential temperature to the measure-
ments. Bias and rmse are calculated in the same manner

as described in Part I. The ARPS data used in these
comparisons are extracted from the lowest model level
(i.e., 15 m AGL), whereas the observational data are
averages of measurements at 15.9 and 28 m AGL. The
measurement level at 28 m has been included because
the lower level (15.9 m) is influenced by surface-layer
effects from the plant canopy that are not captured in
the model. On both days the diurnal cycles of potential
temperature and surface winds are reproduced well by
the model. On 21 August, however, the surface valley-
wind magnitude is generally too large (on average by
about 2.5 m s�1) and simulated nighttime surface tem-
peratures are about 3°–4°C too warm. This warm bias is
due to a shallow nocturnal near-ground inversion,
which is observed from the radiosonde measurements
(not shown) but not reproduced by the model. A rea-
son for this model failure may be that the near-surface
valley wind speeds are overestimated by the model in
the first place, thus producing too much vertical mixing
on the surface. The skill scores of these simulations at
surface site A1 are listed in Table 1. It can be seen that
the rmse and bias of wind speed and, in particular, po-
tential temperature are better on 22 August than on 21

FIG. 2. Measured (black) and simulated (gray) time series of (top) potential temperature and (bottom) surface winds at observation
site A1 on (left) 21 and (right) 22 Aug. The comparisons for 25 Aug are shown in Figs. 4 and 5 of Part I.

TABLE 1. Rmse and mean errors (bias) for simulations in com-
parison with measurements at surface station A1: � is the poten-
tial temperature, U is the wind speed, and � is the wind direction;
46 half-hourly values (beginning at 0015 UTC) have been used to
calculate bias and rmse. The high values in � rmse are primarily
the result of light nighttime winds, leading to large directional
fluctuations.

� rmse � bias U rmse U bias � rmse � bias
(K) (K) (m s�1) (m s�1) (°) (°)

21 Aug 2.18 �1.76 2.41 �1.67 54.82 3.01
22 Aug 0.88 �0.19 1.80 �1.03 90.44 �7.93
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FIG. 3. Observed radiosonde (solid line, “RS”) and simulated (dashed line, “ARPS”) profiles of potential temperature at 0900, 1200,
and 1500 UTC (top) 21 and (bottom) 22 Aug. The gray bar indicates the crest height next to site A1. The corresponding profiles of 25
Aug are shown in Fig. 8 of Part I.
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August. We believe that this difference is a result of the
difficult initialization situation on 20 August, as men-
tioned above. In comparison with other recent model-
ing studies over terrain of similar complexity (e.g.,
Zängl et al. 2004), the bias and rmse of 21 August are
still of comparable, if not better, quality. Moreover, in
this paper our focus is on the daytime atmosphere, for
which the errors are lower than the 24-h averages given
in Table 1.

In Fig. 3, modeled vertical profiles of potential tem-
perature are compared with radiosondes launched at
site A1. A comparison of wind profiles is not possible
because of a failure in the measurements. The skill
scores have been calculated using data up to an altitude
of 6 km (see Table 2). Again, 21 August shows a worse
average rmse than does 22 August (1.23 vs 0.85 K), but
this value is still considered to be low. Given the more
complicated synoptic conditions on 21 and 22 August,
the results are surprisingly good and justify the use of
the LU-SM setup from 25 August on 21 and 22 August,
at least for the evaluation of the daytime atmosphere.
Although the model fails to reproduce the midlevel in-
versions mostly seen between 3 and 4 km of altitude,
this shortcoming does not influence the following
analyses, because this paper focuses on processes that
occur within the valley atmosphere, that is, at altitudes
lower than 3 km.

3. Flow patterns of the valley atmosphere

Weigel and Rotach (2004) identified several unex-
pected features in the three-dimensional flow structure
of the Riviera Valley from the MAP-Riviera observa-
tions, particularly from the aircraft measurements.
Here, we describe the flow structure as obtained from
ARPS and compare the results with these measure-
ments.

a. Valley-wind structure

The modeled and measured time series of surface
winds at station A1 (21 and 22 August in Fig. 2; 25
August in Part I, their Fig. 4) show a pronounced val-
ley-wind system with weak nocturnal downvalley flows
(about 330°) and stronger upvalley winds (about 150°)

during the day, a pattern that is typical for thermally
driven valley winds. Moreover, the simulations reveal
potential temperature gradients in the along-valley di-
rection of the Riviera Valley system (not shown), sup-
porting the notion that the valley winds are of thermal
origin. Aircraft observations show that the three-
dimensional structure of the upvalley winds has a very
distinct shape: in the southern half of the valley the
upvalley wind speed has its maximum next to the west-
facing slope, and farther north the upvalley flow is uni-
formly spread over the valley diameter (Weigel and
Rotach 2004). This pattern is reproduced well by the
model, as demonstrated for 21 August in Fig. 4, which
shows the modeled afternoon wind vectors from a
bird’s-eye view at an altitude of 900 m MSL and the
corresponding airborne observations. Simulations and
measurements of 22 and 25 August reveal the same
flow pattern (not shown).

A vertical cross section through the asymmetric val-
ley flow in a slice approximately 3.5 km north of the
southern valley mouth shows a jetlike flow structure
with a distinct wind speed maximum on the order of 10
m s�1, both in the airborne measurements and the
simulations (Fig. 5). Weigel and Rotach (2004) attrib-
ute this behavior to centrifugal forces: the air coming
from the Magadino Valley in the southwest has to flow
around a sharp bend at the town of Bellinzona to enter
the Riviera Valley (see Fig. 1a). Because of its inertia
the air is pushed toward the west-facing slope. Similar
behavior has also been observed in other curved valleys
such as the Wipp Valley in Austria (e.g., Fig. 16 in
Gohm et al. 2004).

b. Cross-valley circulations

In the “classical” textbook picture (Whiteman et al.
2000), the atmosphere in a sunlit valley is expected to
develop a symmetric double circulation, with air rising
along the heated slopes and subsiding in the valley cen-
ter. In the case of significant temperature differences
between the two valley sidewalls, this circulation struc-
ture makes a transition to a simple cross-valley circula-
tion with air rising along the warmer side and subsiding
next to the colder side. Figure 6 shows the simulated
cross-valley flow in two slices through the valley on 22

TABLE 2. Rmse and mean errors (bias) for potential temperature � for radio soundings up to 6 km from surface station A1.

Sounding time
(UTC) 0000 0600 0900 1200 1500 1800 2100 All

21 Aug: � rmse (K) 2.12 1.47 0.78 0.91 0.76 1.19 1.36 1.23
21 Aug: � bias (K) 0.73 0.73 0.17 �0.14 �0.49 0.50 0.42 0.28
22 Aug: � rmse (K) 1.44 1.05 0.61 0.73 0.65 0.53 0.97 0.85
22 Aug: � bias (K) 0.66 0.62 �0.06 0.04 0.02 0.41 0.65 0.32
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August: one in the northern part of the valley, and one
close to the southern valley entrance (at the positions of
slices “S150” and “N150” in Fig. 1b). At 0830 UTC,
both cross sections show a shallow layer of upslope flow
next to the east-facing slope, which is sun exposed at
that time. The rest of the valley atmosphere is charac-
terized by slow subsidence (on the order of 0.3 m s�1).
Two hours later, when both slopes are exposed to direct
shortwave solar radiation, the west-facing wall also de-
velops a slope-flow layer (not shown). The model out-
put is thus consistent with the classical picture of a sym-
metric double circulation. Confirmation with aircraft
data, however, is not possible, because the slow subsi-
dence motion is beyond measurement accuracy.

At 1230 UTC the situation changes significantly: the
two slices reveal very pronounced circulation patterns
of different type. The cross-valley circulation rotates in
the counterclockwise sense in the northern cross sec-
tion and in the clockwise sense in the southern valley
entrance region. At this time, the west-facing side is

already more sun exposed than is the east-facing slope
(Matzinger et al. 2003), meaning that the counterclock-
wise circulation pattern of Fig. 6c is the expected ther-
mally driven flow, with air rising along the heated west-
facing slope and subsiding on the cooler east-facing
side. Of interest is that the situation at the southern
slice is reversed, with a strong downward motion on the
sun-exposed slope. Figure 7 shows that this surprising
phenomenon of an “antithermal” clockwise circulation
in the southern valley entrance region is also found on
21 and 25 August, but on these latter two days a shallow
layer of upslope flow persists on the west-facing wall
next to the subsiding air. On all three days, the anti-
thermal circulation is very pronounced, with vertical
velocity magnitudes on the order of 0.5–1 m s�1. Weigel
and Rotach (2004) have also identified this structure in
the aircraft measurements. They attribute it to the
sharp curvature of the streamlines in the valley en-
trance region, where the upvalley winds flow around a
sharp bend to enter the Riviera Valley (see Fig. 1a). As

FIG. 4. Upvalley wind vectors at an altitude of 900 m on 21 Aug (a) as measured by the aircraft and (b) as simulated with ARPS. The
airborne data are interpolated from three along-valley legs flown between 1500 and 1620 UTC. The simulated flow structure is from
the model output at 1530 UTC. The background elevation contours in (b) show the smoothed topography on the 350-m model grid and
therefore look slightly different from those in (a). In both plots, the elevation contours are in 200-m intervals.
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FIG. 5. Measured and simulated upvalley wind component in a valley cross section about 3.5 km north of the southern valley entrance
on (top) 21, (middle) 22, and (bottom) 25 Aug for (left) airborne data and (right) the corresponding simulation results. The measure-
ment data have been obtained and interpolated from cross-valley flight legs in 8–11 levels of elevation. The gray line is the contour of
zero along-valley velocity. Note the different grayscale on 25 Aug.
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FIG. 6. Simulated cross-valley wind vectors on 22 Aug in two slices across the Riviera Valley (as indicated on the small topography
panels): (a), (c) one in the northern half of the valley and (b), (d) one close to the southern valley mouth. The cross-valley flow is shown
at (top) 0830 and (bottom) 1230 UTC. The shading indicates vertical wind velocity. The black line is the contour of zero vertical velocity.

FIG. 7. Simulated cross-valley wind vectors in a slice close to the southern valley mouth at 1230 UTC (a) 21 and (b) 25 Aug. The
shades of gray indicate vertical wind velocity. The black line is the contour of zero vertical velocity.
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is known from curved flows of channeled water (e.g.,
Rozovskii 1957; Kalkwijk and Booij 1986; Geyer 1993),
and as described by Weigel and Rotach (2004), curva-
ture induces a “secondary circulation” resulting from
local imbalances between counteracting pressure gradi-
ent and centrifugal forces. In the Riviera Valley, the
secondary circulation is apparently strong enough to
dominate over a counterclockwise thermally driven cir-
culation that would develop otherwise. The observed
coexistence of two distinct and opposed circulation pat-
terns within one valley is schematically summarized in
Fig. 8. A full quantitative evaluation of the momentum
budget within these two circulation schemes is intended
for a future paper.

4. Temperature structure

a. Profiles of potential temperature over the valley
floor

The diurnal evolution of temperature profiles in the
Riviera Valley is different from what is typically ex-
pected in a convectively forced boundary layer (Weigel
and Rotach 2004). The growth of the well-mixed layer
has been consistently observed to cease by noon; some-
times, the valley atmosphere even restabilizes almost
down to the valley floor despite positive surface heat
fluxes. This case is true, for example, in the profiles of
Figs. 3c and 3e—both in the measurements and the
simulations. The difference between the atmosphere in
the Riviera Valley and a “normal” convective boundary
layer becomes particularly apparent in Fig. 9, where
time–height plots of modeled gradients of potential
temperature on 25 August are shown for soundings in
the Riviera Valley and at a location approximately 50
km southwest of the Riviera Valley, that is, at the be-

ginning of the foothills of the Alps (data obtained from
the 1-km grid). Whereas the well-mixed layer stops
growing in the Riviera Valley by noon (1000 UTC) and
then continuously shrinks, outside the Alps it keeps
growing until about 1500 UTC, becoming almost 3
times as deep as that in the Riviera Valley.

Kuwagata and Kimura (1995, 1997) measured and
simulated similar behavior in the Ina Valley, Japan, and
Rampanelli et al. (2004) observed the same phenom-
enon in their idealized simulations. In both studies this
was attributed to subsidence of warm air from the free
atmosphere. From aircraft measurements, Weigel and
Rotach (2004) were able to confirm strong heating re-
sulting from subsidence, but the limited temporal and
spatial resolution in the observation data did not allow
a thorough analysis of the processes leading to the ob-
served thermal structure. This deficiency can now be
overcome with ARPS, which has been shown to repro-
duce well both the general feature of a suppressed
mixed-layer growth and the complicated flow and cir-
culation structure. The model output can thus be used
to analyze the heat budget of the atmosphere over the
valley floor and to evaluate the processes that lead to
the stabilization of the temperature profiles.

b. Profiles of heat budget components over the
valley floor

To investigate the physical reasons for the inhibited
mixed-layer growth, the terms of the potential tempera-
ture (�) equation are extracted from the model and
analyzed. Neglecting heating resulting from moist pro-
cesses (on all three days the simulated valley atmo-
sphere is basically cloud free on the 350-m grid), this
equation reads

FIG. 8. Schematic representation of the afternoon cross-valley flow in two cross sections in the Riviera Valley (as indicated in the
small topography panels): (a) the thermally driven counterclockwise circulation observed in the northern half of the valley, and (b) the
curvature-induced clockwise secondary circulation of the southern valley entrance region.
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The coordinate system is oriented such that the x axis
points cross valley (normal to the valley axis) and the y
axis is along valley (aligned with the valley axis). The
horizontal wind components u and � are defined ac-
cordingly. The left-hand side of this equation is the
overall heating rate. The terms on the right-hand side
are heating (cooling) resulting from the cross-valley ad-
vection of potential temperature, along-valley advec-
tion, vertical advection, sub-filter-scale turbulent heat
flux divergence T, and radiation flux divergence R. For
greater readability, “sub-filter-scale turbulence” is
henceforth simply referred to as “turbulence.” The
overall heating rate, total advection, T, and R are di-
rectly obtained from the model, and the individual ad-
vection components in the valley coordinate system are
calculated from the output fields of velocity and poten-
tial temperature.

Figure 10a shows the profiles of the heating (cooling)
contribution terms of Eq. (1) on the late morning of 21
August. The profiles are averaged over 90 min (cen-
tered at 0945 UTC) over the valley floor width in slice
S150 (shown in Fig. 1b; “S” refers to the location of the
slice in the southern valley half, and “150” refers to data
with a horizontal grid spacing of 150 m). The individual

contributions of the three advection components in the
valley coordinate system are shown in Fig. 10b. Radia-
tion flux divergence is not plotted, because its contri-
bution to the total heat budget was found to be negli-
gibly small. It can be seen that the valley atmosphere
experiences a net warming over the whole valley depth
and up to about 2500 m. The warming is almost entirely
due to vertical advection, apart from the lowest 100 m
where turbulent heat flux divergence is the dominant
heating source. The net heating rate has its maximum
(5 	 10�4 K s�1) close to the ground. On the mornings
of 22 and 25 August, the profiles of the heat budget
components reveal the same behavior (not shown).
Analogous calculations have been carried out in a sec-
ond slice in the northern half of the valley (N150; see
Fig. 1b), yielding equivalent results (not shown). This
fact is not surprising, because the different circulation
patterns illustrated in Fig. 8 are not yet established in
the late morning; that is, S150 and N150 are character-
ized by similar flow conditions.

Afternoon profiles (averaged over 90 min, centered
at 1245 UTC) of the heat budget components in slice
S150 on the three simulation days are displayed in Fig.
11, together with the corresponding advection compo-
nents. As in the morning profiles, the valley atmo-
sphere experiences a relatively homogenous net heat-
ing rate through almost the entire valley depth. Its mag-

FIG. 9. Time–height plots of simulated vertical gradients of potential temperature on 25 Aug (contours in kelvins per meter). The
shading indicates neutral to superadiabatic stratification. (a) The Riviera Valley (at site A1) and (b) a location approximately 50 km
southwest of the Riviera Valley (45.93°N, 8.77°E), that is, at the beginning of the foothills of the Alps (obtained from the 1-km grid),
are shown.
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nitude is on the order of 2 	 10�4 K s�1, but, in contrast
to the morning situation, the heating rate is lower
rather than higher close to the ground (on the order of
0.5 	 10�4–1.5 	 10�4 K s�1 in the lowest 200–300 m
above surface). Turbulent heat flux divergence domi-
nates as a source of heating in this close-to-surface
layer, which hereinafter will be referred to as the tur-
bulent flux divergence layer (TFDL). The strong tur-
bulent heating in the TFDL is almost entirely balanced
by advective cooling, resulting in a comparatively small
net heating rate. The advective cooling in the TFDL is
mainly due to vertical advection and is also partially
due to along-valley advection (Figs. 11d–f). Above the
TFDL, the sign of the vertical advection changes, and it
becomes the main contributor to the net heating rate,

strong enough to offset the cooling effect of horizontal
(mainly along valley) advection. This situation is par-
ticularly evident in Fig. 11e. Except for 22 August,
cross-valley advection is mostly negative and of smaller
magnitude than the other advection components.

Through most of the valley atmosphere, the corre-
sponding profiles of the heat budget components in
slice N150 reveal characteristics similar to those in
S150. This is shown here for the example of 22 August
(Fig. 12). As in S150, heating resulting from turbulent
flux divergence is restricted to a shallow TFDL at the
surface, and vertical advection is the dominant heating
source through the rest of the valley atmosphere, that
is, above the TFDL, balancing the strong advective
cooling in the along-valley direction. In the TFDL,

FIG. 10. Simulated profiles of (a) the heat budget contributions and (b) the respective advection terms in the valley coordinate system
on the late morning of 21 Aug. The profiles are 90-min averages (centered at 0945 UTC) over the valley base width in slice S150 (see
Fig. 1b). The gray bar indicates the crest height.
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FIG. 11. Simulated profiles of (top) the heat budget contributions and (bottom) the respective advection terms in the valley coordinate
system on the afternoons of (a), (d) 21, (b), (e) 22, and (c), (f) 25 Aug. The profiles are 90-min averages (centered at 1245 UTC) over
the valley base width in slice S150 (see Fig. 1b). The gray bar indicates the crest height.
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however, all three advection components have opposite
sign between N150 and S150, and the net heating rate at
N150 is about 2 times that at S150 (2 	 10�4 K s�1

instead of 1 	 10�4 K s�1). The same behavior is ob-
served on 21 and 25 August (not shown). The larger
overall heating rate in the TFDL of slice N150 relative
to that of S150 appears to be primarily due to the fact
that in N150 vertical advection does not become negative
and thus does not contribute to the net advective cooling.

c. Discussion

One of the most notable features of the heat budget
analysis is the almost uniform heating rate through the
upper three-quarters of the valley atmosphere. In the
morning (Fig. 10) the air next to the surface experiences

the highest heating rate, eventually leading to destabi-
lization and thus to the growth of a well-mixed layer. In
the afternoon, the net heating rate at the ground is
significantly reduced relative to that of the morning. It
is still positive, but its magnitude is comparable to, and
in the southern valley half even lower than, the rela-
tively uniform “background” heating through the rest
of the valley atmosphere (Figs. 11 and 12). In such a
situation, further destabilization of the surface air that
would further enhance convective mixing is not pos-
sible. Our observation of a suppressed mixed-layer
growth in the afternoons (section 4a) is thus reflected in
the profiles of net heating rate. To understand this be-
havior, two aspects need to be considered: 1) the posi-
tive uniform heating rate over almost the entire valley

FIG. 12. Simulated profiles of (a) the heat budget contributions and (b) the respective advection terms in the valley coordinate system
on the afternoon of 22 Aug. The profiles are 90-min averages (centered at 1245 UTC) over the valley base width in slice N150 (see Fig.
1b). The gray bar indicates the crest height.
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depth and 2) the reduced heating rate on the surface
despite positive surface heat fluxes.

The first aspect is clearly attributed to the subsidence
of potentially warmer air (i.e., air with a higher poten-
tial temperature). Consistent with the idealized simula-
tions of Rampanelli et al. (2004), it can be explained by
the existence of slope winds. Air is carried out of the
valley along the slopes and is replaced by subsiding air
in the valley center. The slope winds actually overshoot
into the free atmosphere. This case is shown for 21
August in Fig. 13, which shows contours of vertical ve-
locity in a slice across the ridge east of surface station
A1. Boundary layer air is vented into the free atmo-
sphere in the manner described, for example, by Koss-
mann et al. (1999) or Henne et al. (2004). This phe-
nomenon explains why the subsidence heating domi-
nates well above the crest height. Mountain venting
begins in the morning hours, which is consistent with
the observations of de Wekker et al. (2004) in the Jung-
fraujoch region in central Switzerland.

The other aspect leading to the observed stabilization
of the valley atmosphere is the reduced net surface
heating, which becomes effective in the afternoon once
the strong upvalley winds have started. Being thermally
driven, these winds advect potentially colder air up the

valley axis. Above the TFDL, subsidence is strong
enough to balance the cooling effect of the valley winds,
resulting in a net positive advective heating contribu-
tion. Within the TFDL, the process appears to be more
complicated, and a distinction needs to be made be-
tween the effects of the different flow and circulation
patterns described in section 3.

In slice N150, the upvalley wind is uniformly spread
over the valley floor. The wind speed and thus the cool-
ing next to the ground are relatively large (on the order
of 5 	 10�4 K s�1 on all three simulation days). More-
over, the thermally driven cross-valley circulation car-
ries near-surface air from the shaded east-facing slope
to the sunlit west-facing side, thus providing additional
cooling. Close to the surface, subsidence heating is not
strong enough to balance these cooling contributions.
In slice S150, the situation is different: as has been ex-
plained in section 3a, the core of the valley wind is
pushed from the valley center to the right over the
sunlit heated west-facing slope. Thus, in the valley cen-
ter, the cooling resulting from along-valley advection is
reduced relative to that in N150. It can even be of op-
posite sign (Fig. 11e), because north of S150 the cold
upvalley jet tends to meander back toward the valley
center, leading to locally negative gradients in potential

FIG. 13. Simulated flow structure in a vertical slice across the ridge east of surface station A1, showing the
venting of boundary layer air into the free atmosphere at (a) 0945 and (b) 1245 UTC 21 Aug. The contours indicate
vertical wind velocity, with the black line being zero vertical velocity.
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temperature in the along-valley direction. The curva-
ture-induced clockwise secondary circulation, if strong
enough, can lead to cross-valley advective heating, be-
cause the near-surface cross-valley flow comes from the
west-facing sunlit slope (Figs. 11d,e). Moreover, this
circulation advects potentially colder air from the
“lifted” core of the upvalley jet down to the ground
(Figs. 6d and 7), resulting in the strong negative vertical
advection that is observed on all three days in the
TFDL (Figs. 11d–f).

The lower surface heating rates in slice S150 relative
to those in N150 show that the secondary circulation is
a strong mechanism for surface cooling, stronger than
the “undisturbed” along-valley advection of potentially
colder air in slice N150. The depth of the atmospheric
boundary layer in the Rivera Valley is consequently
highly dependent on the exact position in the valley and
the local circulation structure. Figure 14 shows the
variation of well-mixed-layer thickness in the along-
valley direction, as obtained on 22 August at 1245 UTC
on the 350-m grid. The position-dependent differences
between the southern and northern parts of the valley
are apparent. In the northern part of the valley, the
well-mixed layer (shaded area) is only about 200-m
thick; however, in the southern part, under the influ-
ence of the curvature-induced secondary circulation, it
is even shallower (50–100 m). The same qualitative pic-
ture holds on 21 and 25 August. Because of its high
spatial variability, the thickness of the well-mixed layer,
as measurable from radiosondes (i.e., at a given loca-
tion), is thus not a representative length scale for the
atmospheric boundary layer in the entire valley.

5. Total heat budget

a. Time evolution of the valley heat budget

Last, we examine the processes that contribute to the
heating of the Riviera Valley atmosphere as a whole

and thus ultimately determine the onset and strength of
valley winds (if we assume them to be purely thermally
driven). We therefore extend our analysis to a larger
volume on the 350-m simulation grid, which contains
the major part of the Riviera Valley. We have chosen
volume V350, as outlined in Fig. 1a, for the integration
volume. The east and west boundaries of the volume
are chosen such that they approximately follow the two
ridgelines that frame the valley. On the 350-m grid, the
altitude of these two ridges varies between approxi-
mately 2000 and 2500 m. The depth of volume V350
extends from the valley floor to an altitude of 2000 m.
The north and south boundaries of V350 are set locally
perpendicular to the valley axis.

The volume-averaged and density-weighted heat
budget components are calculated according to follow-
ing equation, which is based on Eq. (1):
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FIG. 14. Variation of well-mixed-layer thickness in the along-
valley direction at 1245 UTC 22 Aug as simulated with ARPS.
The contours (K m�1) show the vertical gradient of potential
temperature, with areas of neutral or superadiabatic stratification
being shaded in gray. The position of the secondary circulation is
indicated. Along-valley distance has an arbitrary origin at the
town of Bellinzona (Fig. 1).
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where “turb.” expands to “turbulent,” “div.” expands
to “divergence,” MV is the total mass of air in V350, and

 is the density. The time series of the heat budget
components in volume V350 on 21 August are shown in
Fig. 15. Similar to earlier plots, the individual advection
components in the valley coordinate system are dis-
played separately. In Fig. 15a, it can be seen that the
dominant source of heating is turbulent heat flux diver-
gence. This result is plausible, because turbulent flux
divergence has to balance the total surface heat flux,
but it appears to be contradictory to the findings of
section 4c, where the shallowness of the TFDL and the
large vertical advective heating over the valley base
were emphasized. The paradox can be understood by
recalling that the valley sidewalls are not contained in
slices S150 and N150 but are included here in V350.
Over the slopes, turbulent heat flux divergence is con-
sistently strong and positive (not shown), and the heat
budget contribution of vertical advection is mainly
negative (because of upslope winds). This result means
that, averaged over V350, turbulent heat flux diver-

gence gains in importance with respect to vertical ad-
vective heating.

The daytime evolution of turbulent heat flux diver-
gence smoothly follows the pattern of incoming solar
radiation. The maximum (1.5 	 10�4 K s�1) occurs at
around 1230 UTC. Radiation flux divergence, on the
other hand, is almost negligible. Total advection is the
dominant source of heating until about 0900 UTC. Af-
ter that, it quickly decreases, and it changes sign at
about 1100 UTC. Its maximum is only one-half of the
magnitude of the maximum turbulent flux divergence.
The advection components in the valley coordinate sys-
tem (Fig. 15b) show that vertical and along-valley ad-
vection are of considerable magnitude while cross-
valley advection is relatively small. Vertical advection is
a constant source of heating until about 1600 UTC,
whereas along-valley advection continuously cools the
valley. Net cooling begins at approximately 1600 UTC.

The results obtained for 22 (Fig. 16) and 25 (Fig. 17)
August generally follow those of 21 August, apart from
a few details. On 22 August, the magnitude of turbulent
flux divergence is larger than on 21 August (achieving a
maximum value of 2 	 10�4 K s�1), and total advection

FIG. 15. Time series from simulations of (a) the heat budget
components and (b) the advection components on 21 Aug, aver-
aged over V350 on the 350-m grid (see Fig. 1a).

FIG. 16. As in Fig. 15, but for 22 Aug.
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is comparatively weak. It dominates over turbulent flux
divergence until about 0800 UTC and does not exceed
a maximum heating rate of 0.5 	 10�4 K s�1. On 25
August, on the other hand, advection is very strong and
dominant (on the order of 1.5 	 10�4 K s�1) until about
0900 UTC before it drops sharply and changes sign.

An analysis of the along-valley variability of the heat
budget components (not shown) reveals that the ob-
served characteristics are relatively independent of the
circulation regime in the lower valley atmosphere. This
situation means that the overall valley heat budget is
not significantly affected by the sense of rotation of the
underlying cross-valley circulation, that is, on whether
the circulation is thermally driven or curvature induced.

b. Discussion

The volume argument of the TAF concept implies
that no heat is exchanged with the free atmosphere
above the valley, meaning that the valley atmosphere
heats entirely as a result of turbulent heat flux diver-
gence, because advection would only redistribute heat
within a closed circulation. If we assume negligible

variation of density with time [justified in the frame of
the shallow-motion approximations (Mahrt 1986)], and
if we assume the volume argument to hold, then the
sum of vertical and cross-valley advection must be zero.
The heat budget analysis has shown that turbulent flux
divergence (averaged over V350) is indeed an impor-
tant contributor to the overall heating rate. Vertical
advection, however, is also consistently positive (until
about 1600–1700 UTC) and has a magnitude that is on
the order of or even larger than the effect of turbulent
heat flux divergence. Cross-valley advection is negative
but has only a comparatively small magnitude, meaning
that the sum of vertical and cross-valley advection is
positive and clearly nonzero. This result can only be
explained by subsidence of potentially warmer air from
the free atmosphere through the valley top (as pro-
posed in section 4c), which violates the volume argu-
ment of the TAF concept. Given the strong cooling
resulting from along-valley advection, the net heating
rate and thus the valley temperature would be lower
without the effect of subsidence heating. This effect
would lead to a reduced valley–plain temperature gra-
dient and thus weaker upvalley winds.

In the case of significant net vertical export of valley
air through the upper boundary of V350, the vertical
advection term in the heat budget becomes negative.
This is, for example, the case on 21 August after 1700
UTC, when a mass budget analysis (not shown) reveals
strong vertical mass fluxes on the order of 0.07 kg s�1

m�2. North of the Riviera Valley, that is, closer toward
the central Alps, the valleys become smaller and are
characterized by significantly sloped floors and decreas-
ing widths. Consistent with classical valley-flow theory,
strong rising motions can be expected in such narrow-
ing valleys during upvalley flow periods, connecting the
flow layer within the valleys with a larger-scale return-
flow layer above. This condition means that, once val-
ley winds have started, the heat budgets in those valleys
may well be different from our Riviera Valley observa-
tions.

We now evaluate the structure of the heat budget in
the hours before the onset of upvalley winds in the
morning, that is, before 0900–1000 UTC. On 21 and 25
August, advective heating (resulting solely from subsi-
dence) rather than turbulent flux divergence is the
dominant contributor to the net heating rate during this
time. Therefore, on these two days the warming of the
Riviera atmosphere appears to support the concept of
Rampanelli et al. (2004), according to which subsidence
leads to the heating necessary for the development of
thermally driven upvalley winds. On the morning of 22
August, the situation is less clear, because subsidence is
relatively low and turbulent flux divergence dominates

FIG. 17. As in Fig. 15, but for 25 Aug.
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over net advective heating from about 0730 UTC. This
situation means that on this day the upvalley winds are
probably initiated by a combination of subsidence heat-
ing and turbulence heating.

The strength of subsidence heating itself is deter-
mined by two factors: the subsidence velocity and the
stratification of the valley atmosphere. On 21 and 22
August, the average gradients of potential temperature
in the valley atmosphere at 0800 UTC are of compa-
rable magnitude (around 0.004 K m�1), but the subsi-
dence velocity is higher on 21 (0.05 m s�1) than on 22
(0.03 m s�1) August, explaining the stronger subsidence
heating on 21 August. Comparable subsidence veloci-
ties are found on 22 and 25 August, but 25 August is
much more stably stratified (0.0066 K m�1). Because of
the larger vertical gradient of potential temperature, 25
August experiences more subsidence heating than does
22 August. To quantify the effect of subsidence heating
in the general case, it would be necessary to analyze the
factors that determine the strength of the slope flows
and thus of subsidence velocity. Such an analysis has
not been done here, but aspects such as Bowen ratio,
stability (Whiteman et al. 2004), and mixing of momen-
tum from the top of the valley (Egger 1990) are ex-
pected to be of importance in this context.

6. Summary and conclusions

The LES code ARPS has been applied to simulate
and to investigate the daytime atmosphere in the Rivi-
era Valley on three summer days with fair weather con-
ditions and pronounced thermally driven upvalley
winds. The performance of the code has been evaluated
through comparisons with data from the MAP-Riviera
field campaign. From our work, we can conclude that
ARPS is able to reproduce both the thermal and dy-
namic features of the atmosphere over topography that
is as steep and complex as that of the Riviera Valley.
This success refers not only to the stratification and
surface winds (shown in Part I), because the model also
captures very distinct circulation patterns. These pat-
terns have been identified from airborne measurements
and include thermally driven cross-valley circulations as
well as a curvature-induced secondary circulation at the
southern valley mouth (summarized in Fig. 8). Given
the good performance of ARPS, the components that
contribute to the heat budgets have been investigated.
The four major findings can be summarized as follows:

1) The growth of a well-mixed layer in the Riviera Val-
ley is suppressed (Fig. 9). Despite positive surface
heat fluxes, the valley atmosphere has a tendency to
stabilize. Turbulent heat flux divergence, as a source

of heating, is restricted to a shallow layer of only
100–300-m depth above the ground and the slopes.
These observations are due to the combined effect
of cold-air advection in the upvalley direction and
subsidence of warm air from the free atmosphere
aloft (Fig. 12b). The subsidence is a consequence of
thermally driven slope winds.

2) The existence of a curvature-induced secondary cir-
culation in the southern half of the valley further
stabilizes the near-surface valley atmosphere rela-
tive to the northern valley half. As a consequence,
the well-mixed layer can vary considerably in depth
along the valley, depending on the geographic posi-
tion and the overlying circulation pattern (Fig. 14).
Therefore, the mixed-layer depth, as obtained from
point measurements (e.g., from radiosondes), is not
a representative length scale for the atmospheric
boundary layer of the entire valley.

3) Subsidence of warm air from the free atmosphere
above the valley is one of the main heating sources
in the heat budget of the entire valley atmosphere
(Figs. 15, 16, 17). Subsidence heating typically
reaches about 2 	 10�4 K s�1 in midafternoon, a
magnitude that is comparable to or even larger than
the turbulent heat flux divergence. It compensates
for most of the cooling resulting from along-valley
advection. Therefore, a positive net heating rate can
be maintained throughout the afternoon. Such a
condition is a prerequisite for the persistence of val-
ley–plain temperature gradients and thus of strong
thermally driven upvalley winds until the evening.

4) On the mornings of two out of the three observation
days, subsidence has been identified as the only ma-
jor heating source of the valley atmosphere prior to
the onset of valley winds (Figs. 15 and 17). Thus, the
buildup of a valley–plain temperature gradient can-
not be explained by the “topographic amplification
factor” concept alone, at least not in the Riviera
Valley. Our observations support the subsidence
concept of Rampanelli et al. (2004) as an essential
mechanism of valley warming.

These conclusions are drawn solely from an analysis of
the processes in the Riviera Valley, which is part of a
large and widely branched valley system. Because the
Riviera Valley is located in the center of this valley
system and is of medium size, the processes observed in
the Riviera Valley are likely to be similar to those
found in other valleys of the system, as long as the flow
conditions are comparable. Nevertheless, it would be
desirable to perform a comparable heat budget analysis
on the entire valley system. Moreover, to quantify and
to generalize the relevance of subsidence heating, a
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thorough analysis of the factors that determine the
strength of cross-valley circulations under real condi-
tions is necessary. LES has been shown to be a useful
tool in this context.
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