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ABSTRACT

One of the greatest challenges to dual-Doppler retrieval of the vertical wind is the lack of low-level di-

vergence information available to the mass conservation constraint. This study examines the impact of

a vertical vorticity equation constraint on vertical velocity retrievals when radar observations are lacking near

the ground. The analysis proceeds in a three-dimensional variational data assimilation (3DVAR) framework

with the anelastic form of the vertical vorticity equation imposed along with traditional data, mass conser-

vation, and smoothness constraints. The technique is tested using emulated radial wind observations of

a supercell storm simulated by the Advanced Regional Prediction System (ARPS), as well as real dual-

Doppler observations of a supercell storm that occurred in Oklahoma on 8 May 2003. Special attention is

given to procedures to evaluate the vorticity tendency term, including spatially variable advection correction

and estimation of the intrinsic evolution. Volume scan times ranging from 5 min, typical of operational radar

networks, down to 30 s, achievable by rapid-scan mobile radars, are considered. The vorticity constraint

substantially improves the vertical velocity retrievals in our experiments, particularly for volume scan times

smaller than 2 min.

1. Introduction

The vertical velocity (w) is the most poorly sampled

wind component in typical (i.e., quasi horizontal) radar

scanning geometries. Dual-Doppler analyses of w are

therefore largely dependent on the horizontal diver-

gence term in the mass conservation constraint. Because

w is differentiated with respect to height in that con-

straint, it is necessary to impose one or more boundary

conditions on w when the mass conservation equation is

directly integrated. Even if the mass conservation

equation is imposed in a 3DVAR framework (i.e., not

directly integrated), use of a boundary condition on w can

still improve the analysis (Shapiro et al. 2009, hereafter

SPG09). The most obvious option is to impose the im-

permeability condition at the ground. However, radial

velocity data, and thus information about low-level diver-

gence, are often lacking near the surface due to earth

curvature, nonzero base elevation angles, low signal-to-

noise ratio, ground clutter contamination, beam blockage,

and rough terrain. The resulting errors in the horizontal

divergence estimated within the data gap can sub-

stantially degrade the analyzed w throughout the entire

column.

In dual-Doppler analysis techniques in which hori-

zontal divergence is explicitly integrated with height (the

explicit integration approach), the horizontal divergence

within the data gap is often set equal to some fraction of

that at the lowest analysis level within the data column

(e.g., Brandes 1977). Unfortunately, large errors in w

throughout the column will occur in cases where the

horizontal divergence field changes rapidly with height

near the ground, which is a common scenario with con-

vective storms. In the variational dual-Doppler analysis

techniques, the solution for the wind field within the

radar data gap can be obtained from mass conservation,

smoothness, and background constraints, and so no
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special treatment of the data gap is required (Gao et al.

1999). However, the w analyzed throughout the column

may still contain large errors if the horizontal divergence

field within the data gap is not accurately determined by

these constraints alone.

Analysts often attempt to reduce these w errors as

well as those that accumulate during integration of the

mass conservation equation (in explicit integration

techniques) by imposing the impermeability condition

both at the ground and near the storm top. However, the

resulting improvement in retrieved w can be severely

limited (or reversed) by two factors. First, if dual-Doppler

radar coverage terminates below the impermeability

level, then the situation is analogous to that just de-

scribed: lacking horizontal divergence information in the

data gap creates potentially severe errors through the

depth of the analysis domain. Second, even when dual-

Doppler coverage extends up to the storm top (this fre-

quently is not the case), the height at which w actually

approaches zero is often highly uncertain, particularly if

the storm is intensifying or decaying. Given these diffi-

culties, imposing an upper-level boundary condition on w

will often introduce errors as large as (or larger than)

those resulting from using only a lower boundary condi-

tion.

A new mesoscale three-dimensional variational data

assimilation (3DVAR) dual-Doppler analysis technique

was developed by SPG09 that weakly (in a least squares

sense) satisfies the anelastic vertical vorticity equation in

addition to the data constraint, a mass conservation

equation, and smoothness constraints. A series of data

denial experiments was performed with analytical wind

fields containing strong low-level convergence and diver-

gence. When pseudo-observations were withheld near

the surface, the vorticity constraint substantially im-

proved retrievals of w. This finding is consistent with that

of Liou and Chang (2009), who applied a very similar

method to emulated dual-Doppler observations of a nu-

merically simulated supercell pair. These results indicate

that the vorticity equation can be used to improve

retrievals of w in the common scenario where low-level

data are lacking and the impermeability condition can-

not be reliably imposed aloft. The potential role of the

vertical vorticity equation in improving mesoscale dual-

Doppler retrievals of the 3D wind field has also been

examined in Protat and Zawadzki (2000), Protat et al.

(2001), Mewes and Shapiro (2002), and Liu et al. (2005).

In the present study, the impact of the vorticity con-

straint is further explored using an Advanced Regional

Prediction System (ARPS; Xue et al. 2000, 2001) simu-

lation of a supercell thunderstorm, as well as real Doppler

observations of a tornadic supercell that occurred in

Oklahoma on 8 May 2003. Several improvements to the

original SPG09 technique are described and their impacts

on the analyses are examined. These modifications are

primarily designed to better contend with unsteadiness in

the observed flow.

Because of the characteristically long intervals (often

5 min) between radar volume scans in operational and

even many research settings, direct fixed-frame com-

putation of the local derivative of vorticity (by finite

differencing the vorticity retrieved at a given location at

two different times) can produce large discretization

errors if portions of the wind field are rapidly moving or

evolving. In SPG09 the local derivative was evaluated

using a frozen turbulence space–time transformation

that necessitates estimates of the wind field translation

components U and V. Their experiments revealed that

the success of the vorticity constraint can be significantly

diminished (or even reversed) by large errors in these

estimates. Given that the advection velocity field is often

highly spatially inhomogeneous in the presence of vig-

orous convection, the use of spatially constant U and V

in the vorticity constraint can presumably introduce

significant errors into the analysis (especially of w).

Thus, the present study uses a recently developed pat-

tern translation retrieval method that allows for spatially

variable U and V (Shapiro et al. 2010a,b). The use of

spatially variable U and V also better conditions the data

constraint, which uses these estimates to account for the

translation of the wind field during the observational

period. In Shapiro et al. (2010a,b), and in this study, the

U and V characterize the advection of local reflectivity

patterns.

Advection correction addresses only one source of

wind field unsteadiness, namely, translation. Failure to

account for the intrinsic evolution of the horizontal wind

field between the analysis time and the observation col-

lection times can also degrade the retrieval, especially in

the presence of developing or decaying convection. In this

study, we examine the impact of including estimates of the

evolution of the horizontal wind components and vertical

vorticity in the data and vorticity constraints, respectively.

These estimates are obtained from two provisional wind

retrievals performed prior to the final dual-Doppler

analysis. We are especially interested in the impact of

the vorticity evolution estimates because large errors in

the local vorticity tendency term can significantly limit

the utility of the vorticity constraint.

The rest of this paper is organized as follows. The up-

dated analysis procedure is described in section 2. Ex-

periments with pseudo-observations generated from the

high-resolution ARPS supercell simulation are presented

in section 3. Retrievals of the 8 May 2003 Oklahoma su-

percell are presented in section 4. A summary and rec-

ommendations for future work follow in section 5.

JANUARY 2012 P O T V I N E T A L . 33



2. Methodology

a. Updated cost function formulation

As in SPG09, the analyzed Cartesian wind compo-

nents ua(x, y, z), ya(x, y, z), and wa(x, y, z) are obtained in

this study by minimizing a cost function J that quantifies

violations of data, mass conservation, vorticity, and

smoothness constraints. Unlike in SPG09, however, J is

modified in some of our experiments to include pre-

calculated estimates of the intrinsic evolution of the

horizontal wind and/or vertical vorticity fields. These

estimates are computed from provisional dual-Doppler

analyses of two consecutive volume scans.

The calculation of the modified J is now described,

with details of the provisional dual-Doppler analyses and

estimation of the wind field translation and evolution

deferred until sections 2b,c. As in the original approach,

J 5 JO 1 JM 1 JV 1 JS, (1)

where JO, JM, JV, and JS are the cost functions associated

with the observational, mass, conservation, vorticity,

and smoothness constraints, respectively. In each of

these cost functions, the (constant) constraint weight is

represented by a subscripted l. The observational cost

function

JO [ �
Rad1

lO1(yobs
r1 2 ya

r1)2
1 �

Rad2
lO2(yobs

r2 2 ya
r2)2 (2)

sums the root-mean-square (RMS) differences between

the observed and analyzed radial winds over the obser-

vational spaces of two radars, Rad1 and Rad2 (although

the formulation could easily be extended to three or

more radars). The spatial coordinates of the radial wind

observations (yobs
r1 and yobs

r2 ) are transformed from the

spherical radar grid to the Cartesian analysis space.

Because the analyzed velocity vectors (whose radial

projections are labeled yobs
r1 and yobs

r2 ) are valid at a single

analysis time (t 5 0) while the observations are valid over

a period during which the wind field may change sub-

stantially, it may be beneficial to correct for the trans-

lation and intrinsic evolution of the wind field in the

evaluation of JO. To account for the translation of the

wind field between t 5 0 and the collection time t* of an

observation at (x*, y*, z*), the analyzed radial wind is

computed from the ua, ya, and wa evaluated at the back-

ward-shifted location given by

(x, y, z) 5 [x* 2 U(x*,y*,z*)t*,y* 2 V(x*,y*,z*)t*,z*],

(3)

where U and V are the precalculated advection velocity

components. Note that the U and V fields represent the

motion of a geometrical pattern (reflectivity in this

case), and not necessarily true air parcel velocities (see

section 3 of Shapiro et al. 2010a). In some experiments,

precalculated pattern-following u and y tendencies, Du/

Dt and Dy/Dt, are used to account for intrinsic evolution

of the horizontal wind field between the analysis and

observation times. The horizontal wind evolution esti-

mates and analyzed wind components are interpolated

to the shifted locations (x, y, z) using an isotropic 3D

Cressman (1959) method. The analyzed radial wind for

radar n (n 5 1 or 2) is calculated as

ya
r

n
5 rn(x*, y*, z*) �

8>>>><
>>>>:

i

�
ua(x, y, z) 2 t

Du

Dt
(x, y, z)

�

1 j

�
ya(x, y, z) 2 t

Dy

Dt
(x, y, z)

�
1 k[wa(x, y, z) 2 jwtj]

9>>>>=
>>>>;

,

(4)

where wt is the estimated terminal velocity of hydro-

meteors relative to the air (e.g., Shapiro et al. 1995), and

rn(x*, y*, z*) 5 (cosu sin f)i 1 (cosu cosf)j 1 (sinu)k

is the radial unit vector for the azimuth angle f and ele-

vation angle u of the radar beam.

The anelastic mass conservation cost function is un-

changed from SPG09 and is expressed by

JM [ �
Cart

lM

�
›ua

›x
1

›ya

›y
1

›wa

›z
1

wa

r

›r

›z

�2
, (5)

where the base-state atmospheric density rs(z) profile is

assumed in this study to be rs(z) 5 r0 exp(2z=H) with

reference density ro 5 1 kg m23 and scale height H 5

10 km. This and the remaining cost functions are com-

puted over the Cartesian analysis grid (Cart).

The anelastic vertical vorticity equation used in the

analysis procedure is

›z

›t
1 u � $z 1

›y

›z

›w

›x
2

›u

›z

›w

›y

� �
1 z

›u

›x
1

›y

›y

� �
5 0,

(6)

where the vertical vorticity z [ ›y/›x 2 ›u/›y and u is

the 3D wind vector. Justification for the use of this ap-

proximated vorticity equation is given in SPG09. For

volume scan time intervals (hereafter, volume scan

times) that are characteristic of current operational and

research radars, we generally do not seek to compute the

local vorticity derivative directly because this may in-

troduce large temporal discretization errors (see section
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3d). Instead, consider the total vorticity derivative in the

pattern-following reference frame used in (3),

Dz

Dt
5

›z

›t
1 U � $z, (7)

where U [ Ui 1 Vj is the horizontal advection velocity.

Rearranging terms, we can write the local vorticity de-

rivative as the sum of an intrinsic evolution term and a

translation term

›z

›t
5

Dz

Dt
2 U � $z. (8)

Substituting for the local derivative in (6), we obtain

Dz

Dt
1 (u 2 U) � $z 1

›y

›z

›w

›x
2

›u

›z

›w

›y

� �

1 z
›u

›x
1

›y

›y

� �
5 0. (9)

In SPG09, only the contribution of the wind field trans-

lation to the local vorticity tendency was considered; that

is, Dz/Dt was implicitly set to zero. In the present study,

however, we will make provision for Dz/Dt (using the

same approach used to account for evolution of the

horizontal wind field). The new vorticity constraint can

therefore be expressed as

JV [ �
Cart

lV

�
Dz

Dt
1 (ua 2 U)

›za

›x
1 (ya 2 V)

›za

›y

1 wa›za

›z
1

›ya

›z

›wa

›x
2

›ua

›z

›wa

›y

� �
1 za ›ua

›x
1

›ya

›y

� ��2
.

(10)

Finally, the smoothness cost function is modified from

SPG09 to use second-order rather than first-order spa-

tial derivatives

JS [ �
Cart

lS1

"
›2ua

›x2

� �2

1
›2ua

›y2

� �2

1
›2ya

›x2

� �2

1
›2ya

›y2

� �2
#

1 �
Cart

lS2

"
›2ua

›z2

� �2

1
›2ya

›z2

� �2
#

1 �
Cart

lS3

3

"
›2wa

›x2

� �2

1
›2wa

›y2

� �2
#

1 �
Cart

lS4

›2wa

›z2

� �2

. (11)

Whether first- or second-order derivatives are used, JS

penalizes small-scale noise in the analyzed wind field

and spreads observational information into data voids.

Using second-order derivatives allows spatial trends in

the wind field to be extended into regions of missing data.

The potential advantages and disadvantages of first- and

second-order smoothing are discussed in SPG09. Al-

though it is not clear a priori whether one option is gen-

erally preferable to the other, both produced similar

RMS errors in our preliminary analyses (not shown).

Most first-order spatial derivatives in the procedure

are calculated using two-point centered finite differences

valid over 2D, where D is the (isotropic) analysis grid

spacing. The exception is the vertical mass flux term in the

mass conservation equation, which is computed over Dz

using r, w at vertically adjacent analysis levels. The

stenciling of our flux divergence term is thus patterned

after that used in the popular Custom Editing and Display

of Reduced Information in Cartesian Space (CEDRIC;

Mohr et al. 1986) software. Second-order spatial deriva-

tives of velocity components in the vorticity equation are

computed as successive first-order finite differences. In

contrast, the second-order derivatives in the smoothness

constraint are computed using three-point centered dif-

ferences that are valid over 2D.

The values of the cost function weights determine the

relative influence of each of the constraints in the anal-

ysis. Each weight is expressed as the product of a non-

dimensional tuning parameter and a normalization factor

designed to narrow the tuning parameter space that must

be explored when determining the optimal tuning param-

eter values. The normalization process has been modified

from that presented in SPG09.

The observational constraint weight for a radial ve-

locity observation collected by radar n is normalized by

the ratio of the local number of radial velocity obser-

vations collected by radar n to the local number of

analysis points. This ratio Mlocal/Nlocal is calculated within

2D of each observation and is designed to allow the ob-

servational constraint to have as much influence within

sparsely sampled regions (e.g., at large ranges from the

radar) as in densely sampled regions. The cost function

weights are given by

lOn 5 CO

(
Mlocal

Nlocal

 !
1

M1 1 M2

�
Rad1

(yobs
r1 )2

�

1 �
Rad2

(yobs
r2 )2

�)21

, n 5 1 or 2 (12)

lM 5 CM[(A)2]21, (13)

lV 5 CV [(A)4]21, and (14)

lS 5 CS[(B)2]21, (15)

where
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A [

(
1

M1 1 M2

�
Rad1

1

r1

›yobs
r1

›u

 !" 2

1 �
Rad2

1

r2

›yobs
r2

›u

 !
2
#)1/2

, (16)

B [

(
1

M1 1 M2

�
Rad1

1

r1

›2yobs
r1

›u2

 !" 2

1 �
Rad2

1

r2

›2yobs
r2

›u2

 !
2
#)1/2

, (17)

M1 and M2 are the total numbers of analyzed observa-

tions from each radar, and the tuning parameters are

denoted by subscripted Cs.1 We set CO1 5 CO2 5 CO and

CS1 5 CS2 5 CS3 5 CS4 5 CS.

The analysis (control) variables ua(x, y, z), ya(x, y, z),

and wa(x, y, z) are obtained by minimizing J using the

Polak–Ribiere conjugate gradient method (Press et al.

1992). A first guess of zero is used for all the control

variables. With every ten iterations of the minimization

procedure, the updated control variables are compared

with their values from the tenth prior iteration. The pro-

cedure is considered to have converged once the change

in u (in provisional retrievals, described in section 2c) or

w (in final retrievals) is less than 0.02 m s21 everywhere.

b. Advection correction

In severe convective storms the advection velocity

field can be highly spatially variable, with features in

different locations (e.g., left- and right-moving supercell

pair) or with different scales (e.g., tornado revolving

within a mesocyclone), often translating at very dif-

ferent velocities. Thus, in this study, the pattern trans-

lation velocity is estimated using a recently developed

advection correction method that makes provision for

spatially variable translation components U(x, y, z)

and V(x, y, z) (Shapiro et al. 2010a,b). The method

is designed to operate on constant-height or constant–

elevation angle analyses of reflectivity or radial velocity

that are valid at two different times. The retrieved U, V

at each vertical analysis level weakly satisfies the frozen

turbulence hypothesis and a smoothness constraint.

In our experiments, the advection retrieval procedure

was applied to constant altitude plan position indicator

(CAPPI) analyses of reflectivity (from one radar) that

were valid at each of the analysis levels for two con-

secutive volume scans (volumes 1 and 2, or volumes 2

and 3). Reflectivity values ,0 dBZ were rejected to

emulate the lack of reflectivity data in regions of low

signal-to-noise ratio. The final dual-Doppler analyses

are valid at t 5 0, which corresponds to the beginning

of volume 1. The volumes 2 and 3 scans begin at t 5 T

and t 5 2T, respectively, where T is the period between

successive volume scans. Two sets of advection velocity

components are thus retrieved: U1, V1, which are valid

from t 5 0 to t 5 T, and U2, V2, which are valid from t 5 T

to t 5 2T. The space–time correction (3) used in the data

and vorticity constraints is therefore valid to the extent

that Taylor’s (1938) frozen turbulence hypothesis is

satisfied by the observed reflectivity fields, and the re-

flectivity is a passive tracer of the airflow. Although U

and V were allowed to vary both along a trajectory and

between trajectories in the advection retrieval, we do

not account for variations in U and V along individual

trajectories in (3). However, the loss of accuracy is

minimal because these variations will typically be small

due to the smoothness of the U, V fields.

c. Provisional retrievals and evolution correction

The evolution estimates for the horizontal velocity

components Du/Dt, Dy/Dt used in (4) and the vorticity

field Dz/Dt used in (9) are calculated from two pro-

visional horizontal wind retrievals valid at the begin-

nings of volume 1 (u1, y1) and volume 2 (u2, y2). The

provisional retrieval is obtained by minimizing the same

cost function J defined in (1), but without the vorticity

constraint (JV 5 0) because preliminary experiments (not

shown) suggested that u and y are well retrieved just using

the observational, mass conservation, and smoothness

constraints.2 The vertical vorticity fields z1 and z2 are

computed from the two provisional horizontal wind fields.

To calculate the evolution terms, the positions of hy-

pothetical parcels located at each of the analysis grid

points at the beginning of volume 1 (x1, y1, z1, 0) are

tracked to the beginning of volume 2 as follows: (x9, y9,

z9) 5 (x1 1 U1*T, y1 1 V1*T, z1). The estimated u, y, and

z for each parcel at t 5 T (u9, y9, and z9) are then
1 The ARPS experiments in section 3 used a slightly different

normalization procedure for lOn in which Mlocal was the number of

local observations collected by both radars, not just by radar n.

Because the emulated radars in those experiments were positioned

equidistantly from the analysis domain, it was expected that using

the less refined normalization would have little impact. This was

verified in a set of experiments (not shown) in which the differences

in the velocity components retrieved using the two normalization

procedures were generally ,0.1 m s21.

2 In preliminary provisional wind retrievals with the vorticity

constraint included, wa (which does not get used in the final dual-

Doppler analyses) was improved, but at the expense of slightly

degraded ua and ya.
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interpolated from the u2, y2, and z2 fields. The evolution

estimates are next calculated as

Du/Dt(x1, y1, z1) 5 (u9 2 u1)/T,

Dy/Dt(x1, y1, z1) 5 (y9 2 y1)/T,

Dz/Dt(x1, y1, z1) 5 (z9 2 z1)/T. (18)

Finally, a seven-point 3D smoother (with the central

point assigned twice as much weight as the two neigh-

boring points in each dimension) is applied to the fields

to mitigate noise.

Inevitably, some air parcels located within the final

analysis domain at t 5 0 will be outside that domain when

they are sampled by the radar. To make the greatest use

of available radar data, then, it is necessary to estimate U

and V at some observational locations that lie outside the

final analysis domain. We therefore use a provisional

domain that extends beyond the lateral boundaries of the

final analysis domain in our experiments to ensure that U

and V are calculated near all of the observations that get

used in the final retrieval. Another advantage of using

a provisional domain that encloses the final analysis do-

main is that it permits the calculation of the evolution

terms (18) in cases where u9 and y9 are valid outside of the

final analysis domain.

The dual-Doppler analysis methods developed in

Protat and Zawadzki (2000), Liu et al. (2005), and Liou

and Chang (2009) also account for unsteadiness in the

horizontal wind and vorticity fields. In those approaches,

the analyzed radial winds within the retrieval period

(two successive volume scans) are assumed to vary lin-

early in time. The wind fields at two time levels are simul-

taneously retrieved using observational, mass conservation,

and vorticity (among other) constraints, with the temporal

(local) vorticity derivative expressed in terms of those two

wind fields. In Liu et al. (2005) and Liou and Chang (2009),

the temporal vorticity derivative is evaluated in the fixed

frame. Our approach and that of Protat and Zawadzki

(2000) also acknowledge the potential value of using ve-

locity data from successive volume scans in the data con-

straint and in the evaluation of the temporal vorticity

derivative. However, rather than imposing a linear-in-time

assumption directly (fixed frame) within the vorticity

constraint, these last two methods impose it in a pattern-

following framework to mitigate the severe errors that

may result if advection effects are not taken into account.

3. Experiments with ARPS supercell simulation

a. ARPS simulation and radar emulation

The impact of the vorticity constraint was tested using

a very high-resolution ARPS simulation of a supercell

(also used by Xue et al. 2007; Liu et al. 2007; May et al.

2007; Potvin et al. 2009). This facilitated verification of

analyses (because the true u, y, and w fields are known)

while providing a more realistic test of the technique

than the analytical wind fields used in SPG09. The model

thunderstorm was initiated by a thermal bubble placed

in a homogeneous environment defined by a sounding

proximate to the 20 May 1977 Del City, Oklahoma, su-

percell storm (Ray et al. 1981). Computations were

performed over a 48 km 3 48 km 3 16 km domain with

25-m horizontal grid spacing and vertical grid spacing

increasing from 20 m at the surface to about 80 m at

1 km above ground level (AGL) to 380 m at 16 km

AGL. Time splitting was used to integrate acoustic

waves on a finer temporal scale (0.04 s) than was used in

the other processes (0.125 s). The simulation proceeded

in a translating reference frame chosen to maintain the

parent storm near the domain center throughout the

simulation. The Kessler-type warm rain microphysics

was used. The model fields used in our retrieval exper-

iments begin 3.5 h into the simulation. The simulated

storm exhibits many commonly observed supercell fea-

tures, including a mesocyclone and an associated strong

central updraft, a hooklike signature in the emulated

reflectivity field, and a rear-flank downdraft (Fig. 1).

The provisional dual-Doppler analyses and advection

velocity retrieval proceeded over the lowest 6 km of

a 36 km 3 36 km 3 16 km subdomain of the ARPS

simulation. The final dual-Doppler analyses were per-

formed over a 20 km 3 20 km 3 6 km subdomain of the

provisional domain (Fig. 2). The reasons for adopting a

final analysis domain that is embedded within the pro-

visional domain were discussed in section 2c. Both do-

mains have 500-m grid spacing in all three dimensions.

The lower-left corner of the provisional domain is the

origin of the Cartesian coordinate system used in these

experiments.

Emulated radars at (x 5 27.5 km, y 5 213 km, z 5

0 km) and (x 5 42.5 km, y 5 213 km, z 5 0 km)

scanned volume sectors that spanned ;908 in azimuth

and elevation angles from 0.58 to 21.58. Observations were

emulated at range, azimuthal, and elevational intervals of

200 m, 18, and 18, respectively. The volume scan time

varied between our experiments from 30 s to 5 min,

making the results relevant to dual-Doppler analyses of

data from both rapidly scanning radars, such as the

Doppler on Wheels (DOW; Wurman et al. 1997), and

more conventional radars like the Weather Surveillance

Radar-1988 Doppler (WSR-88D).

Radar observations were emulated using ARPS data

that were provided at 5-s intervals. Observations along

a radial at time t* were generated using the ARPS data

that were valid at the simulation time between t* and
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t* 2 5 s. The emulated radial velocity observations were

generated by Cressman interpolating (cutoff radius 5

500 m) the ARPS u, y, and w values on the 25-m grid to

the spherical radar grid and calculating the corresponding

radial projection. Reflectivity pseudo-observations were

computed using the same interpolation procedure. The

reflectivity (dBZ) values R were calculated by

R 5 10 log

"
1018 3 720(rqr)1:75

p1:75N0:75
r r1:75

r

#
(19)

(Tong and Xue 2005), where Nr is the rainfall drop size

distribution intercept parameter (the Marshall–Palmer

Nr 5 8.0 3 106 m24 is used in this study), r is the air density

(1 kg m23), rr is the rainwater density (1000 kg m23), and

qr is the model rainwater mixing ratio vertically in-

terpolated to the analysis grid.

b. Experimental setup and verification

Three main types of retrievals were performed to ex-

plore the impact of the vorticity constraint: CONTROL,

NOVORT, and VORT. In all three types, the data, mass

conservation, and smoothness constraints were weakly

imposed (i.e., least squares error), and the impermeability

condition was exactly satisfied at the ground. The imper-

meability condition was not imposed at storm top because

this can be problematic in practice (for the reasons given

in section 1). In the CONTROL experiments, all of the

pseudo-observations were used. In the default NOVORT

and VORT experiments, radial velocities lying below

a data cutoff height z 5 1.5 km were omitted from the

provisional and final retrievals. In a separate set of ex-

periments, the data cutoff height was alternately set to

z 5 0, 0.5, and 1 km. The vorticity constraint was weakly

imposed in the VORT experiments but was not imposed

in the NOVORT or CONTROL experiments. In the

NOVORT and VORT experiments, Du/Dt, Dy/Dt, and

Dz/Dt were set to zero at and below the data cutoff

height; and U, V below the data cutoff height were set

equal to the U, V at the data cutoff height. The U, V re-

trievals used a smoothness weighting coefficient b 5

200 dBZ2 and a computational time step Dt 5 15 s

(Shapiro et al. 2010a). The retrieved U, V were visually

FIG. 1. Selected ARPS-simulated fields at t 5 0, z 5 1 km: (a)

reflectivity (dBZ) and horizontal wind vectors over the provisional

dual-Doppler analysis domain, and (b) vertical velocity (m s21)

and horizontal wind vectors over the final horizontal dual-Doppler

analysis domain, represented by the box in (a).

FIG. 2. The final and provisional analysis domains and relative

radar locations in the ARPS experiments.
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confirmed to be consistent with displacements of re-

flectivity features that were evident on CAPPIs valid at

successive times.

The u, y, and w fields used to verify the dual-Doppler

analyses were generated by upscaling the ARPS wind

components to the analysis grid scale using Cressman

interpolation. A 500-m cutoff radius was used to gen-

erate u and y, while a 1000-m cutoff radius was used

to generate w (the vertical profile of which is shown in

Fig. 3) because wa should be approximately valid on the

horizontal scale of the discretized 2D divergence used in

the mass conservation constraint. The RMS errors in ua,

ya, and wa were calculated for each analysis level. Only

analysis points located within 500 m of an emulated

radial velocity observation (prior to the rejection of data

below 1.5 km) from each radar, and collocated with R $

5 dBZ, were used in the RMS error calculations.

The tunable constraint weighting parameters were

optimized for each experiment type by trial and error.

The following set of weights was used in most of the

ARPS experiments: CO 5 1, CM 5 30, CS 5 1024, and

(in the VORT experiments) CV 5 1024. The only ex-

ception was that CM 5 1 in experiments with no data

cutoff (e.g., CONTROL), although the differences be-

tween CONTROL analyses performed using the two

CM values were relatively minor. A 750-m Cressman

radius was used in the interpolation of horizontal wind

evolution estimates and analyzed wind components to

the backward-shifted locations given by (3) in the data

constraint. Because the ARPS wind components rep-

resent air motion, not particle motion, wt was set to zero

in (4) in these experiments.

c. Preliminary CONTROL and NOVORT
experiments: Correcting for flow unsteadiness

Preliminary tests of this 3DVAR formulation focused

on the CONTROL and NOVORT experiments. In this

section, we explore the impact of correcting for wind

field advection and evolution in the data constraint.

Experiments are labeled with suffixes indicating the type

of flow correction: -N (no flow correction), -A (advec-

tion correction), -E (evolution correction), or -AE (both

advection and evolution correction).

In CONTROL-A and NOVORT-A with T 5 30 s and

T 5 2 min, RMS errors in ua, ya decreased by ;2%–10%

(relative to CONTROL-N and NOVORT-N) at higher

levels of the domain, and increased by 1%–2% at lower

levels. When T was increased to 5 min, the data advec-

tion correction reduced RMS errors in ua, ya by 2%–

10%. The largest improvements occurred near the top of

the domain in all cases, consistent with the tendency for

displacements of wind field features between the ob-

servational and analysis times to increase with height.

The mild degradation of ua, ya for T 5 30 s and 2 min

can be explained as follows. The retrieved U, V fields

were qualitatively consistent with the displacement of

the ARPS wind fields between t 5 0 and t 5 T (not

shown). The U, V were relatively small (generally

5–10 m s21) because the ARPS simulation was per-

formed in a moving reference frame chosen to follow the

storm. Given the shorter periods between the observa-

tional and analysis times at lower elevation angles and

the relatively small U, V, it is plausible that any minor

improvements gained in ua, ya at lower levels by ac-

counting for the displacement of the wind field were

offset by interpolation errors. For T 5 5 min, on the other

hand, the improvement from accounting for the larger

wind field displacement outweighed the interpolation

errors, which do not increase with T. The RMS errors in

wa generally differed by ,1% between NOVORT-A and

NOVORT-N. Larger differences, however, occurred

between CONTROL-A and CONTROL-N, in which the

data advection correction reduced errors in wa by up to

5% (10%) for T 5 2 min (T 5 5 min).

In CONTROL-E and NOVORT-E, ua, ya errors at

lower levels decreased by 1%–3% relative to CONTROL-

N and NOVORT-N for all T. The impact of the evo-

lution correction on ua, ya at higher levels was more

dependent upon T, with mild error reductions (1%–3%)

occurring for T 5 5 min but with errors increasing by

1%–3% (2%–10%) for T 5 2 min (T 5 30 s). As with

the data advection correction, using evolution correc-

tion in NOVORT had little impact on wa (errors gen-

erally changed by ,1% between NOVORT-E and

FIG. 3. The RMS (over the horizontal domain) upscaled ARPS

(‘‘true’’) w at each analysis level.
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NOVORT-N). The effect of evolution correction on wa

in the CONTROL experiments, however, was some-

what more significant. Errors in wa in CONTROL-E

changed by ,1% (relative to CONTROL-N) at all

levels for T 5 30 s, increased by up to 10% at higher

levels for T 5 2 min, and decreased (increased) by up to

5% at lower (higher) levels for T 5 5 min.

Errors in ua, ya in NOVORT-AE generally decreased

relative to those in NOVORT-A by 1%–2% at lower

levels and increased by 3%–6% at higher levels for T 5

30 s. Errors in ua, ya generally increased by 2%–5% for

T 5 2 min. Errors generally increased by 0%–2% at

lower levels and decreased by 1%–3% at higher levels

for T 5 5 min. The differences in the ua, ya errors be-

tween CONTROL-AE and CONTROL-A were similar

to those between NOVORT-AE and NOVORT-A

above the 1.5-km data cutoff height in the NOVORT

experiments. Below 1.5 km, the ua, ya errors were

generally 1%–3% lower in CONTROL-AE than in

CONTROL-A. Errors in wa in NOVORT-AE were

generally 1%–2% larger than in NOVORT-A at lower

levels and 1%–2% larger (smaller) at upper levels in the

T 5 5 min (T 5 30 s and T 5 2 min) retrievals. The wa

errors in CONTROL-AE generally differed from those

in CONTROL-A by , 1% for T 5 30 s, decreased by

;1% at lower levels and increased by ;5%–10% at

higher levels for T 5 2 min, and decreased (increased)

by ;1%–3% at lower (higher) levels for T 5 5 min.

Because the horizontal wind evolution correction did

not generally improve the CONTROL and NOVORT

retrievals, it was not included in most of the experiments

shown in this paper. Errors in the evolution estimates

may have resulted from advection correction errors in

the provisional retrievals and from nonlinear evolution

of the ARPS horizontal wind field. Fortunately, the data

advection correction had a net positive impact on the

retrievals, particularly at higher analysis levels and for

larger T. This correction was thus used in all subsequent

(including VORT) experiments presented in this paper

(for convenience, the -A suffix is hereafter omitted from

the experiment labels).

d. Impact of vorticity constraint

In the experiments with a 1.5-km data cutoff height,

including the vorticity constraint in the dual-Doppler

analysis procedure reduced the RMS wa error for all T

(Fig. 4), with the greatest improvements occurring near

the middle (z 5 3 km) of the analysis domain. The re-

duction in RMS wa error at z 5 3 km in the VORT

analyses relative to the NOVORT analyses was 33%,

28%, 27%, and 19% for the 30-s, 1-min, 2-min, and

5-min retrievals, respectively. That the 5-min VORT

retrieval was superior to the 30-s NOVORT retrieval

highlights both the potentially significant impact of missing

low-level data on vertical velocity analyses and the utility

of the vorticity constraint in mitigating the resulting errors.

Horizontal and vertical cross sections of wa reveal that the

vorticity constraint produced the greatest improvement

within the stronger updrafts (Fig. 5). The vorticity con-

straint had very little impact on ua and ya above the data

void (Fig. 6) because these are already well determined by

the remaining constraints.

Several variants of the VORT experiment were per-

formed to examine the effects of accounting for the

advection and evolution of the vorticity field: VORT-

neither, VORT-adv, and VORT-direct (Fig. 7). In the

VORT-neither retrievals, the advection and evolution

terms were set to zero, and so ›z/›t 5 0. In the VORT-adv

retrievals, Dz/Dt 5 0. In the VORT-direct retrievals,

›z/›t was calculated as an Eulerian derivative (i.e., in the

fixed reference frame) from two provisional retrievals in

which data advection correction was not used.

Setting ›z/›t 5 0 (VORT-neither) substantially di-

minished the utility of the vorticity constraint for all

T. Not surprisingly, directly evaluating ›z/›t (VORT-

direct) worked well for T 5 30 s (even producing slightly

better results than the VORT retrieval), but was disad-

vantageous for larger T because of increasing temporal

discretization errors. Repeating the VORT-direct exper-

iments, but with data advection correction performed in

the provisional retrievals (i.e., accounting for vorticity

evolution, but not vorticity advection), produced very

slight improvement in wa (not shown). The T 5 5 min

VORT-adv retrieval was actually slightly more accurate

FIG. 4. The RMS wa error in VORT (triangles) and NOVORT

(squares) for T 5 30 s (solid curves), 1 min (dotted curves), 2 min

(short-dashed curves), and 5 min (long-dashed curves). The bold

horizontal line represents the 1.5-km data cutoff height.
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than the T 5 5 min VORT retrieval. This is because the

benefit of accounting for evolution (in addition to ad-

vection) of the vorticity field diminished with increasing T

resulting from errors in the calculation of Dz/Dt. Thus, it

may be prudent to set Dz/Dt 5 0 for very large T, al-

though it should be noted that the value of T beyond

which the evolution term becomes problematic may be

highly case dependent. Since accounting for both advec-

tion and evolution of the vorticity field generally pro-

duced the best results in these experiments, both terms

were used in the remaining VORT experiments discussed

in this section.

Differences between the absolute errors in the

NOVORT and VORT-adv wa fields were visually com-

pared to the upscaled ARPS w and z to identify possible

scenarios in which the vorticity constraint may fail to

improve wa (Fig. 8). Fortunately, within the convectively

active region of the storm, the vorticity constraint gen-

erally improved wa, regardless of whether the collocated

vorticity was large. In areas outside the main updraft/

downdraft region of the storm, however, the impact of the

vorticity constraint was as often favorable as unfavorable.

It may therefore be desirable to restrict the application

of the vorticity constraint to regions of the storm where

FIG. 5. (top) ‘‘True’’ w, (middle) NOVORT wa, and (bottom) VORT wa for T 5 2 min at (left) z 5 3 km and (right)

y 5 10 km.
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the magnitude of w is assumed (e.g., based on the wa

obtained in the provisional retrievals) to exceed a partic-

ular threshold.

To evaluate the impact of the vorticity constraint for

different low-level radar data coverage scenarios, a set

of T 5 2 min retrievals was performed in which the data

cutoff height was incrementally decreased to z 5 0 m

(Figs. 9 and 10). In some of these experiments (Fig. 10),

radial velocities collocated with reflectivity ,5 dBZ

were also withheld from the analysis to emulate the ef-

fect of low signal-to-noise ratios on velocity data cov-

erage. As expected, the impact of the vorticity constraint

diminished as the low-level data coverage (and accom-

panying information about the low-level divergence

field) increased. When all of the radial wind data were

included in the analysis, the vorticity constraint had

a slightly negative impact on the retrieval. This is con-

sistent with the expectation that the vorticity constraint

will tend to be more substantially violated than the data

and mass conservation constraints because of errors in

›z/›t as well as potentially large discretization errors in the

second-order spatial derivative terms. In all cases where

some of the radial wind data were withheld from the anal-

ysis, however, the vorticity constraint substantially im-

proved the wa. For example, when the reflectivity

threshold was imposed, the VORT retrieval with data

omitted below z 5 1.5 km was better than the NOVORT

retrieval with data omitted below z 5 0.5 km.

That the VORT retrieval with no data cutoff was su-

perior to the CONTROL retrieval when the reflectivity

threshold was imposed is very significant (Fig. 10). This

result arises in part from the severe degradation of the

CONTROL retrieval when the reflectivity threshold

was imposed. This suggests that low-reflectivity regions

beneath storms can substantially degrade retrievals of w

even when the radars observe very close to the ground.

Fortunately, the vorticity constraint in this case reduced

the RMS wa errors (relative to the NOVORT retrieval)

by 10%–22% above z 5 0.5 km. In additional experiments

with T 5 30 s, T 5 1 min, and T 5 5 min (not shown),

RMS wa errors were reduced by 12%–23%, 14%–26%,

and 0%–10%, respectively, above z 5 0.5 km. Most of the

improvement occurred near the eastern edge of the up-

draft region, which was roughly collocated with the 5-dBZ

reflectivity contour. Some improvement was also noted

near and just above the weak echo region of the storm.

FIG. 6. The RMS errors in (left) ua and (right) ya in the T 5 2 min CONTROL (dashed curves), NOVORT

(squares), and VORT (triangles) retrievals. The plain curves indicate the ‘‘true’’ u and y. The bold horizontal line

represents the 1.5-km data cutoff height.

FIG. 7. The RMS wa errors in CONTROL (plain curve), NOVORT

(squares), VORT (triangles), VORT-neither (diamonds), VORT-adv

(circles), and VORT-direct (dashes) for T 5 2 min.
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e. Impact of spatially variable advection correction

The VORT-adv retrievals with the 1.5-km data cutoff

height were repeated using horizontally uniform U, V

fields. The U, V were obtained for each T and analysis

level by applying the iterative reflectivity-based Gal-

Chen (1982) advection velocity retrieval method. These

modified U, V were used in both the data and vorticity

constraints. The effect of using horizontally uniform

rather than spatially variable advection correction de-

graded the wa by up to 6%, 5%, 2%, and 3% for T 5 30 s,

1 min, 2 min, and 5 min, respectively. Thus, the spatially

variable nature of the advection velocity retrieval pro-

cedure added value to the dual-Doppler analyses. That

the improvement gained by using spatially variable rather

than horizontally uniform U, V generally decreases as T

increases is likely due to the corresponding growth in

temporal discretization errors.

f. Impact of correcting for flow unsteadiness in the
data constraint in VORT experiments

In a final set of experiments the impact of accounting

for flow unsteadiness in the data constraint was revisited

(see section 3c), but VORT retrievals were used. We

remind the reader that in the default VORT experiment,

advection, but not intrinsic evolution, was accounted for

in the data constraint. In this section, the results of three

FIG. 8. Vertical cross sections of (top) ARPS upscaled w, (middle) the wa error reduction in VORT-adv vs NOVORT, and (bottom) ARPS

upscaled jzj, valid at (a) y 5 7 km, (b) y 5 9 km, and (c) y 5 11 km.
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experiments are compared to that experiment: VORT-

E (only evolution accounted for), VORT-AE (both

advection and evolution accounted for), and VORT-N

(neither effect accounted for). As in the previous VORT

retrievals, advection and intrinsic evolution are accounted

for in the vorticity constraint in all of these experiments.

Correcting for advection and/or evolution in the data

constraint in the VORT experiments had very similar

impacts on ua, ya as in the NOVORT and CONTROL

experiments. Accordingly, the default VORT retrieval

produced the smallest errors in ua, ya (not shown). How-

ever, the default VORT experiment did not generally

produce the best wa retrievals (Fig. 11). The wa errors in

VORT-N decreased (relative to the default VORT re-

trievals) for T 5 30 s and T 5 2 min, respectively, and

increased for T 5 5 min. The wa errors in VORT-E and

VORT-AE decreased for all three T. Thus, unlike in the

CONTROL and NOVORT experiments, using evolution

correction in the data constraint in the VORT experi-

ments tended to improve the retrieval of wa (but, as in

the CONTROL and NOVORT experiments, slightly in-

creased the ua, ya errors).

4. Experiments with 8 May 2003 Oklahoma
supercell radar data

a. Experimental setup and verification

The impact of the vorticity constraint was next ex-

plored using real Doppler radar observations of a tor-

nadic supercell that passed over central Oklahoma on

8 May 2003. Data were collected by KTLX, a WSR-88D

radar at Twin Lakes near Oklahoma City, and KOKC,

a Terminal Doppler Weather Radar located ;25 km

west-southwest of KTLX. The most relevant sampling

characteristics of the radars are given in Table 1. Be-

cause of the shallowness of the sampled elevation angles

and the correspondingly small contribution of wt to the

radial wind observations, we did not attempt to account

for falling hydrometeors in our analyses. The provisional

retrievals proceeded on a 30 km 3 30 km 3 3 km do-

main and the final dual-Doppler analyses on a 20 km 3

20 km 3 3 km domain (Fig. 12). Both domains had

500-m grid spacing. We terminated our analyses at z 5

3 km because dual-Doppler coverage decreased rapidly at

higher levels resulting from large regions of missing KOKC

data. The Cressman radius used to interpolate observations

to the analysis grid was set to 1 km to account for the large

vertical gaps between successive KOKC plan position in-

dicator (PPI) scans.

All of the radar data were manually edited using the

National Center for Atmospheric Research (NCAR)

SOLO II software (Oye et al. 1995). The U, V used in

the provisional and final retrievals were obtained on

a 60 km 3 60 km domain with 500-m grid spacing using

b 5 400 dBZ2 and Dt ’ 15 s. The reflectivity CAPPIs used

to retrieve U, V were analyzed from three consecutive

KTLX volume scans valid at 2225:31–2229:38, 2230:28–

2234:36, and 2235:26–2239:32 UTC (T ’ 5 min). The

CAPPIs were created using the NCAR REORDER soft-

ware (Oye and Case 1995) with 3D Cressman interpo-

lation (cutoff radius 5 750 m). The U and V were generally

10–20 and ;10 m s21, respectively, and were qualitatively

consistent with the displacement of the reflectivity field

between successive PPI scans. The dual-Doppler anal-

yses presented below are valid at the beginning of

the first KTLX base velocity scan (2225:51 UTC). The

FIG. 9. The RMS wa errors in the T 5 2 min VORT (triangles)

and NOVORT (squares) retrievals with no data cutoff (i.e.,

CONTROL; solid curves) or with data cutoff heights of 1.5 km

(dotted curves), 1.0 km (long-dashed curves), and 0.5 km (short-

dashed curves).

FIG. 10. As in Fig. 9, but for analyses in which radial wind data are

omitted where reflectivity ,5 dBZ.
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provisional retrievals from which Dz/Dt was calculated

are valid at the beginnings of the base velocity scans from

the first and second KTLX volume scans, that is, 2225:51

and 2230:47 UTC.

As in the ARPS experiments, these real data experi-

ments focus on the value added by the vorticity constraint

when low-level radar data are lacking. Accordingly, we

present results of NOVORT and VORT retrievals with

FIG. 11. The RMS wa errors in VORT (plain), VORT-N (dashed), VORT-E (dotted), and VORT-AE (circles) for

T 5 (a) 30 s, (b) 2 min, and (c) 5 min.

TABLE 1. Sampling characteristics of radars in 8 May 2003 experiments.

Radar T

Azimuthal

increment

Range increments

(velocity/reflectivity) Elevation angles (8)

KTLX ;5 min ;18 250 m/1000 m 0.5, 1.5, 2.4, 3.3, 4.3, 5.2, 6.2, 7.5, 8.7, 10.0, 12.0, 14.0

KOKC ;4 min ;18 150 m/150 m 0.5, 2.5, 5.1, 7.7, 11.3, 15.3
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observations in both experiments omitted below a 1.5-km

data cutoff height. As in the previous section, no data

cutoff is imposed in CONTROL.

Because the true 3D wind fields are not known, veri-

fication of the retrievals in this case is more problematic

than in the ARPS experiments. Fortunately, because the

storm was in close proximity to the radars and high-

quality velocity data were available down to the lowest

PPI scans (0.58), a dual-Doppler analysis using all of the

available radar data would incorporate much informa-

tion about the low-level divergence field that is not

provided to NOVORT and VORT. Accordingly, we use

the CONTROL analysis to verify the NOVORT and

VORT retrievals.

In preliminary experiments, setting the (tunable) con-

straint weighting parameters to those used in the ARPS

retrievals produced excessively noisy analyses. We attri-

bute this to the emulated radial velocity fields in the ARPS

experiments (obtained from winds that were Cressman

interpolated from the 25-m ARPS grid to the spherical

radar grid) being visibly smoother than the Doppler ve-

locity fields in the real data experiments. The default

smoothness weighting parameter was subsequently in-

creased (Cs 5 1022) in the experiments below. The vor-

ticity constraint parameter CV was also increased (to

1023) in these experiments; the sensitivity of wa to CV is

examined later.

b. Impact of vorticity constraint

In this section, we explore the impact of the vorticity

constraint and the accounting for wind field advec-

tion and/or evolution in the local vorticity derivative

(Fig. 13). Consistent with the ARPS experiments with

the same volume scan time (T 5 5 min), the wa errors

in VORT-adv were substantially reduced from both

NOVORT and VORT-neither. The mesocyclonic up-

draft, the enhanced downdraft region located northwest

of it, and the updraft atop the rear-flank gust front (near

the southeast corner of the analysis domain) were all

visibly better analyzed in VORT-adv than in NOVORT

(Fig. 14). The differences between VORT-adv and

VORT-neither were larger than in the ARPS experi-

ments, consistent with the larger U, V in the present case.

The VORT wa (errors not shown) differed by less than

1% from the VORT-adv wa. That the vorticity evolution

correction in VORT did not improve wa is not surprising

given the large volume scan time and its consistency with

the ARPS experiments.

A set of experiments was performed (Fig. 15) to assess

the sensitivity of the VORT-adv wa to CV (the remaining

weighting parameters were set to their default values).

The tested CV ranged over a factor of 100 and included

that used in the ARPS experiments (CV 5 1024). Fortu-

nately, the VORT-adv wa was superior to the NOVORT

wa in all cases. These results suggest the improvement

gained by the vorticity constraint is not unduly sensitive

to the selected CV.

FIG. 12. The provisional and final analysis domains and relative

radar locations in the 8 May 2003 experiments. The portion of the

2225:31 UTC KTLX base reflectivity PPI located within the final

analysis domain is shown.

FIG. 13. The RMS CONTROL w (plain curve) and RMS wa

errors in NOVORT (squares), VORT-adv (circles), and VORT-

neither (diamonds). The bold horizontal line represents the 1.5-km

data cutoff height.
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5. Summary

A longstanding problem in radar meteorology is the

retrieval of the vertical wind w in convective storms

from dual-Doppler data. We have demonstrated that

imposing a vertical vorticity equation constraint can sub-

stantially improve dual-Doppler retrievals of w in supercell

thunderstorms, particularly when low-level radar coverage

is lacking. Our use of a high-resolution ARPS supercell

simulation allowed us to rigorously explore the impact of

the vorticity constraint in a quasi-realistic case. Tests were

then performed using real WSR-88D and TDWR radar

data of a supercell that traversed central Oklahoma on

8 May 2003.

In the ARPS experiments, including the vorticity con-

straint in retrievals with pseudo-observations omitted

below 1.5 km improved the w analysis for all volume scan

times (T 5 30 s to 5 min). The vorticity constraint also

improved w retrievals when no data cutoff height was

imposed but radial velocity data were omitted in weak

reflectivity regions. This implies that the vorticity con-

straint can be valuable even when the radars scan very

close to the ground. In both sets of experiments, the

largest improvements occurred with the shorter volume

scan times. This suggests that a vorticity constraint may be

especially valuable to dual-Doppler analyses of data from

rapidly scanning radars such as phased array weather ra-

dars (Zrnic et al. 2007), Doppler on Wheels radars

(Wurman et al. 1997), and those developed by the Engi-

neering Research Center for the Collaborative Adaptive

Sensing of the Atmosphere (CASA; Brotzge et al. 2010).

Accounting for wind field advection in the data and vor-

ticity constraints improved the retrieved w for all volume

FIG. 14. (top) CONTROL wa, (middle) NOVORT wa, and

(bottom) VORT-adv wa valid at 2225:51 UTC and z 5 2.0 km.

FIG. 15. The RMS wa errors (valid at 2225:51 UTC) in NOVORT

(squares) and VORT-adv with CV 5 1024 (dashes), CV 5 3 3 1024

(diamonds), CV 5 1023 (plain curve), CV 5 3 3 1023 (triangles),

and CV 5 1022 (circles). The bold horizontal line represents the

1.5-km data cutoff height.
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scan times. Moreover, superior w analyses were obtained

using horizontally variable rather than horizontally uni-

form pattern translation components. Accounting for in-

trinsic evolution of the wind field in the vorticity constraint

improved the retrieved w for shorter volume scan times

(e.g., T 5 30 s and 1 min). However, the benefit decreased

with increasing T, and the analysis was actually slightly

degraded for T 5 5 min.

In the experiments with real radar data of a supercell,

the vorticity constraint again improved the retrievals.

This is especially encouraging given the large time in-

terval (5 min) between successive volume scans in that

case. As in the T 5 5 min ARPS experiments, the re-

trieved w was negligibly impacted by vorticity evolution

correction (likely in part due to errors in the vorticity

evolution estimates), but was substantially improved by

accounting for wind field advection.

One valuable extension of this work would be to use

Observing System Simulation Experiments (OSSEs)

to explore the effects of varying the spatial radar sam-

pling characteristics (e.g., distance from radar, azimuthal

sampling interval, cross-beam angle). A more general

assessment of the impact of the vorticity constraint

could also be gained by testing the technique with ad-

ditional real storms, including nonsupercells, particu-

larly in cases where high-resolution radar observations

extending very close to the ground permit rigorous veri-

fication. It would be especially interesting to assess the

improvement from the vorticity constraint in real data

cases with relatively short (,2 min) volume scan times.
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