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ABSTRACT

In this study, a new set of reflectivity equations are introduced into the Advanced Regional Prediction

System (ARPS) cloud analysis system. This set of equations incorporates double-moment microphysics in-

formation in the analysis by adopting a set of diagnostic relationships between the intercept parameters and

the corresponding mass mixing ratios. A reflectivity- and temperature-based graupel classification scheme is

also implemented according to a hydrometeor identification (HID) diagram. A squall line that occurred on

23April 2007 over southernChina containing a pronounced trailing stratiformprecipitation region is used as a

test case to evaluate the impacts of the enhanced cloud analysis scheme.

The results show that using the enhanced cloud analysis scheme is able to better capture the characteristics

of the squall line in the forecast. The predicted squall line exhibits a wider stratiform region and amore clearly

defined transition zone between the leading convection and the trailing stratiform precipitation region

agreeing better with observations in general, when using the enhanced cloud analysis together with the two-

moment microphysics scheme. The quantitative precipitation forecast skill score is also improved.

1. Introduction

Cloud microphysical processes strongly influence the

structure, dynamics, and evolution of convective sys-

tems (Chin 1994; van den Heever and Cotton 2004;

Grim et al. 2009; Smith et al. 2009; Rowe et al. 2012; Van

Weverberg et al. 2013). These processes are currently

parameterized in numerical weather prediction (NWP)

models using either bulk or bin microphysics (MP) pa-

rameterization schemes. Bulk schemes specify a particle

size distribution (PSD) for each hydrometer species and

predict certain moments of PSD. Bin schemes predict

the evolution of PSDs by discretizing the PSDs into

multiple size bins thereby allowingmuchmore flexibility

in representing the hydrometeor sizes and the spectrum

of fall speeds, etc. Bin schemes are, however, compu-

tationally muchmore expensive and often impractical in

an operational context. Currently, bulk schemes are

widely used in operational NWP models.

For a bulk scheme, cloud and precipitation PSDs are

often represented by a gamma size distribution (Ulbrich

1983; Milbrandt and Yau 2005a):

N
x
(D)5N

0x
Daxe2lxD , (1)

where Nx is the number concentration; N0x, ax, and lx

are the intercept, shape, and slope parameters of the PSD,
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respectively; and D is the particle diameter. Subscript x

refers to one of the cloud/hydrometeor species. When

a5 0, the above gamma distribution reduces to an ex-

ponential distribution (Marshall and Palmer 1948):

N
x
(D)5N

0x
e2lxD . (2)

The pth moment of the PSD in (1) is

M
x(p)

5
N

Tx

lp
x

G(11a
x
1 p)

G(11a
x
)

. (3)

The zeroth moment of PSD is the total number con-

centration, the third moment is proportional to the mass

mixing ratio, and the sixth moment is related to the

reflectivity factor. In typical single-moment (SM) MP

schemes (e.g., Kessler 1969; Lin et al. 1983;Milbrandt and

Yau 2005a), the mass mixing ratios (qx), which are

monotonically related to fixed N0x, are predicted. In re-

ality, the latter is not the case. Previous studies (Straka

et al. 2005; Dawson et al. 2010) have pointed it out that if

the particles of a species were growing by aggregation or

breakup, N0x changes but qx does not; and for accretion

or diffusion, qx changes butN0x does not. In reality, the qx

and N0x do not relate to each other monotonically. The

computationally cheaper SM schemes should be im-

proved in some way to better represent the real PSDs.

One such effort is to allow for additional free parameters

in the PSDs by adopting double-moment (DM) or triple-

moment (TM) schemes that predict two or three PSD

moments, respectively. Sensitivity studies (Ferrier 1994;

Ferrier et al. 1995; Milbrandt and Yau 2005b; Dawson

et al. 2010) suggest that multimoment schemes produce

more realistic storm structures than SM schemes. The

DM or TM schemes are, however, computationally more

expensive, since they double or triple the number of

prognostic variables associated with the species.

Another approach to improve SM schemes is to find

certain relationship between qx andN0x so that only one

moment has to be predicted butN0x can still vary. Zhang

et al. (2008) derived a diagnostic relationship between

the intercept parameter and the water content based on

two-dimensional video disdrometer (2DVD) measure-

ments taken in Oklahoma during the summer seasons of

2005, 2006, and 2007. However, the relationship is for

rainwater only and was derived from 2DVD surface

measurements. For convective storm modeling, rela-

tionships for all precipitation species suitable for all

levels are needed. Wainwright et al. (2014, hereafter

W14) formulated and tested diagnostic relationships

between the intercept parameter and water/ice content

for rain, snow, graupel, and hail (N0x 2Wx relations,

where Wx is water/ice content, and x can be rain, snow,

graupel, and hail) based on the Milbrandt–Yau (MY)

single- and multimoment MP scheme (Milbrandt and

Yau 2005a,b) within the Advanced Regional Pre-

diction System (ARPS; Xue et al. 2000; Xue et al.

2001). They derived the relationships from the ARPS

three-dimensional (3D) simulation output using the

DM MY scheme and demonstrated that the SM

scheme employing the diagnostic instead of fixed N0x

can produce results close to those of the corresponding

DM scheme.

The above finding is inspiring. In addition to employing

the diagnostic N0x 2Wx relationships within the MP pa-

rameterization schemes themselves, these schemes can be

used to helpwith the analysis ofmicrophysical states when

assimilating radar reflectivity data, in a way that is con-

sistent with the MP scheme used. Currently, radar re-

flectivity data assimilation remains a challenging problem.

Sun and Crook (1997, 1998) assimilated radar reflectivity

via the four-dimensional variational (4DVAR) analysis

scheme. Their system, however, assumes warm rain

MP only while strong nonlinearity associated with ice

MP tends to create difficulties with 4DVAR minimi-

zation. In a three-dimensional variational (3DVAR)

framework, direct assimilation of reflectivity requires

additional assumptions (Gao and Stensrud 2012).

Without direct links to other state variables in the ob-

servation operators or reliable background error cross

covariances, direct assimilation of reflectivity data

within a 3DVAR framework also tends to limit the direct

data influence to the precipitation hydrometeors only in

the analysis.

With the help of ensemble-derived flow-dependent

background error covariance and in particular cross-variable

covariance involving MP and other state variables,

the ensemble Kalman filter (EnKF; Evensen 1994)

technique has been shown to be able to estimate state

variables associated with SM ice MP schemes (Tong

and Xue 2005) from radar data. Tong and Xue

(2008a,b) and Jung et al. (2010) further demonstrated

successful estimation of PSD-related MP parame-

ters, while Xue et al. (2010) and Jung et al. (2012)

demonstrated that the EnKF is capable of estimating

both mixing ratios and number concentrations asso-

ciated with a two-moment MP scheme. The EnKF

method is, however, computationally rather expen-

sive, and for the convective scales has mostly been

limited to non-real-time research applications at

this time.

A computationally efficient alternative for assimilating

the reflectivity data is the semiempirical cloud analysis

method. A complex cloud analysis procedure is available

within theARPS system and has proven effective inmany

research studies (Xue et al. 2003; Hu et al. 2006a; Hu et al.
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2006b; Schenkman et al. 2011) as well as in continental

U.S. scale real-time forecasts (Xue et al. 2013). In theARPS

cloud analysis system, the hydrometeor mixing ratios

are estimated from observed reflectivity based on two

sets of reflectivity equations as alternative options. In

the first set, the rainwater mixing ratio is retrieved using

the Kessler reflectivity equation (Kessler 1969), and

snow and hail are retrieved using the Rogers and Yau

reflectivity formula (Rogers and Yau 1989). This set of

equations or options will be referred to as KRY here-

after. The second set of equations retrieves precipitation

mixing ratios according to the reflectivity formula de-

fined in Smith et al. (1975). This set of equations will be

referred as SMO and other details on the equations can

be found in Tong and Xue (2005). Hu et al. (2006a)

presented comparisons between these two options for

the analysis of a supercell storm case. For the purpose of

this study, we choose the SMO option as the reference

for comparison with our enhanced scheme.

With both sets of equations, the intercept parameter

for each hydrometeor PSD is assumed to be constant,

as is typical of SM MP schemes. With this assumption,

number concentrations associated with DM schemes

might not be optimally initialized even when certain

classification or partition schemes for the hydrome-

teors are devised. To initialize a DMMP forecast, both

mass mixing ratios and total number concentrations are

required. One possible solution to this problem is to

utilize the diagnostic relations between the mixing

ratios/water contents and the corresponding intercept

parameters (Zhang et al. 2008). This allows for the di-

agnoses of the total number concentrations given the

reflectivity contribution of a given species. As men-

tioned earlier, an SM scheme using such diagnostic

relations has been shown to produce results close to

(although not as good as) those of a DM scheme

within a prediction model (W14). The application of

such an approach within a data assimilation procedure

is investigated in this study. The SM-based cloud

analysis scheme within the ARPS modeling system is

enhanced to do so.

Furthermore, both KRY and SMO formula used in the

current ARPS cloud analysis system assume a hail cate-

gory without graupel; the MY schemes that we will use in

our study include both hail and graupel categories, and

including both allows more realistic simulations of con-

vective systems. This studywill add the ability of analyzing

the additional graupel category in the ARPS cloud anal-

ysis system. A simplified hydrometeor identification

(HID) method will be used to help distinguish graupel.

To evaluate the impacts of our enhanced cloud

analysis scheme on the analysis and forecasting of

convective systems, a squall line from south China

having a pronounced trailing stratiform precipitation

region is chosen as the test case. Squall lines with

trailing stratiform precipitation are common in both

tropical andmidlatitude regions, and have been studied

by many authors (Zipser 1977; Moncrieff 1978; Houze

et al. 1989; Biggerstaff and Houze1991; Rotunno et al.

1998; Parker and Johnson 2000; Weisman and Rotunno

2004). It has been found that classic mature squall lines

usually have two distinct regions of precipitation sep-

arated by a transition zone of weaker precipitation:

a convective region with heavy precipitation and a

trailing stratiform region with moderate precipitation.

The presence of the trailing stratiform and transition

zones has been attributed to both fall speed sorting for

particles originating from the top of convective cells

(Rutledge and Houze 1987; Fovell and Ogura 1988;

Biggerstaff and Houze 1993) and enhanced subsidence

in the transition zone, which increases sublimation and

evaporation (Smull and Houze 1985). Many studies

have attempted to simulate the enhanced trailing

stratiform region (Fovell and Ogura 1988; Gallus and

Johnson 1995), but the region, even when obtained,

tends to be too narrow and weak. The lack of a clear

transition zone of low radar reflectivity in such simu-

lations is another problem (Fovell and Ogura 1988).

Recently, Morrison et al. (2009) demonstrated that a

wide trailing stratiform region can be produced by

adopting DM MP schemes. Given that mature squall

lines contain distinct regions of precipitation of dif-

ferent characteristics that have been historically diffi-

cult to simulate, squall lines are good choices for testing

and evaluating microphysics initialization and related

predictions.

The rest of this paper is organized as follows. The

cloud analysis system and new reflectivity equations are

introduced in section 2. In section 3, the case to be

simulated is introduced. Section 4 describes the setup of

numerical experiments and the verification methods.

Section 5 presents the results of experiments and section

6 gives a summary and conclusions.

2. The ARPS cloud analysis framework and
enhancements

a. The ARPS cloud analysis framework

The ARPS system is used for the analysis and pre-

diction of convective storms in this study. For the radar

data, radial velocity is directly assimilated using the

ARPS 3DVAR (Gao et al. 2004). The direct variational

analysis of reflectivity in a 3DVAR framework is diffi-

cult because reflectivity is the function of several pre-

cipitation hydrometeors, and 3DVAR itself does not
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know how to properly attribute observed reflectivity

among hydrometeor species. Gao and Stensrud (2012)

partially address this problem by restricting ice (rain-

water) hydrometeors to above (below) the frozen level

within the reflectivity formula, which is only an ap-

proximation. The method does not allow for the direct

estimation of temperature, moisture, and cloud species

either. Thus, a semiempirical complex cloud analysis is

desirable and within theARPS 3DVAR framework, it is

used as an additional step after the 3DVAR analysis of

radial velocity and other observations. The 3DVAR

analysis effectively provides a background for the cloud

analysis. The dominant precipitation type (rain, snow,

freezing rain, or hail) is identified according to the

background states and observed reflectivity before ap-

plying reflectivity formulas to retrieve mixing ratios at

each grid point.

A brief description of the procedure diagnosing the

precipitation types within the ARPS cloud analysis is

given here. Precipitate begins as snow if the echo top is

above the 08C level; it is otherwise classified as rain.

The precipitation type is then identified from echo top

down to the bottom of each vertical grid column. If the

ambient wet-bulb temperature is larger than 1.38C,
precipitate melts into rain. If the precipitate once again

falls into an air layer colder than 08C, it turns into

freezing rain. A simple threshold of reflectivity above

45 dBZ is used to diagnose hail. More details can be

found in Albers et al. (1996). To include graupel in this

procedure, an approach similar to the simplified HID

diagram of Lerach et al. (2010) is adopted in our study.

The original ARPS cloud analysis is done first. After

then, graupel is identified at a grid point when one of

the following criteria is met: (i) the precipitation type is

preidentified as snow, the reflectivity is between 32 and

41 dBZ, and the ambient temperature is below 08C;
(ii) the precipitation type is preidentified as freezing

rain, the reflectivity is between 41 and 54 dBZ, and the

ambient temperature is below 08C; or (iii) the pre-

cipitation type is preidentified as hail, the reflectivity is

between 41 and 54 dBZ, and the ambient temperature

is below 08C. Accordingly, the reflectivity threshold to

be used to identify hail is now set to 54 dBZ instead of

45 dBZ. Wet and dry graupels are not distinguished and

are assumed dry within the reflectivity formula fol-

lowing Milbrandt and Yau (2005a,b). The reflectivity

formula for graupel in SMO is assumed to be the same

as that for hail as shown in Table 1, but with different

particle densities (913 kgm23 for hail and 400 kgm23

for graupel). Only one dominant type of hydrometeor

is analyzed at any one model grid point, which is a

limitation of the cloud analysis scheme. The model

usually goes through a short period of adjustment
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during the forecast. To be able to analyze coexisting

species, more information is needed, either from ob-

servations or from a numerical model or both. For ex-

ample, when an ensemble Kalman filter is used,

multiple species can be analyzed making use of cross-

covariance information derived from the background

ensemble (Tong and Xue 2005).

To avoid adding too much hydrometeor content, an

upper limit (0.01 kgkg21) is set to each hydrometeor.

The hydrometeor fields are then horizontally smoothed

to mitigate sharp gradients. For these reasons, the ana-

lyzed reflectivity field does not exactly match observed

values at individual grid points but the differences are

generally small. The original KRY equations were de-

rived based on cloud physics and hydrometeor back-

scattering models while the SMOwere derived based on

curve and parameter fitting to observations. In both

cases, N0x is assume to be constant, and cannot vary

temporally or spatially.

Under the assumption that observed reflectivity is

much more reliable than its model counterpart is, the

cloud analysis system replaces the background hydro-

meteors with those retrieved from observations. This

also helps remove spurious precipitation found in the

background. Important adjustments to temperature

and moisture inside clouds are usually made by

assuming a modified moist-adiabatic ascent of air par-

cels within the cloud that also accounts for environ-

mental air entrainment as presented by Hu et al.

(2006a). Schenkman et al. (2011) found that repeated

adjustments of cloud water and water vapor mixing

ratios in high-frequency assimilation cycles led to un-

realistic warming in the middle troposphere in their

mesoscale convective system (MCS) case. Guided by

their study, during the cloud analysis steps of our test

case, the cloud water and water vapor fields are not

adjusted at all, only the precipitation hydrometeor

mixing ratios (rain, snow, graupel, and hail) and in-

cloud temperature are adjusted.

b. Cloud analysis based on diagnostic interception
relations for two-moment microphysics
initialization

As indicated earlier, we introduce new reflectivity

equations based on the diagnostic N0x 2Wx re-

lationships and the gamma distribution. First, the

PSD for each hydrometeor category is described by

the analytical generalized gamma distribution func-

tion (Milbrandt and Yau 2005a), as given in (1). Al-

though in the experiments to be presented in this paper

the shape parameter ax is set to zero, the complete

generalized gamma distribution is used here for our

method description (Ferrier 1994; Milbrandt and Yau

2005a):

N
0x
5N

Tx

1

G(11a
x
)
l
11ax
x , (4)

l
x
5

"
G(11 d

x
1a

x
)

G(11a
x
)

c
x
N

Tx

rq
x

#1/dx
, (5)

where NTx is the total number concentration for cate-

gory x, and G is the gamma function. The variable r is

the air density, cx is a constant for each category and

defined as cx 5 (p/6)rx, rx is the density of each hy-

drometeor category, and the hydrometeor mass mx is

related to its diameter Dx by mx(Dx)5 cxD
dx
x . For

spherical particles, dx is 3. Here NTx can be derived

from (4) and (5):

N
Tx

5 [N
0x
G(11a

x
)]dx/(11dx1ax)

3

"
G(11a

x
)

G(11 d
x
1a

x
)

rq
x

c
x

#(11ax)/(11dx1ax)

. (6)

The sixth moment Mx(6) of the PSD or the radar re-

flectivity factor Zx is

Z
x
5M

x
(6)5

G(a
x
)

c2x

(rq
x
)2

N
Tx

. (7)

Using Rayleigh theory, Zx can also be converted to

the equivalent radar reflectivity Zex using

Z
ex
5

jKj2x
jKj2w

�
c
x

c
r

�2

Z
x
, (8)

where jKj2x is the dielectric constant for the hydrometeor

considered, taking a value of 0.176 for ice-phase hy-

drometeors (snow, hail, and graupel) and 0.93 for rain;

jKj2w is the dielectric constant for rain and takes a value

of 0.93. Combining (6), (7), and (8), we can get the re-

lationship between equivalent radar reflectivity and the

mixing ratio of each category:

q
x
5

"
jKj2w
jKj2x

c2r
G(a

x
)r2

#(11ax1dx)/(11ax12dx)

[N
0x
G(11a

x
)]dx/(11ax12dx)

"
G(11a

x
)

G(11a
x
1 d

x
)

r

c
x

#(11ax)/(11ax12dx)

Z
(11ax1dx)/(11ax12dx)
ex ,

(9)
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where

G(a
x
)5

(61a
x
)(51a

x
)(41a

x
)

(31a
x
)(21a

x
)(11a

x
)
. (10)

Equation (9) based on a fixed intercept parame-

ter is good for a pure SM scheme. Combined with

(6), this set of equations using fix intercept param-

eter is labeled N0C (C indicates constant N0). By

adopting a diagnostic relation between the water content

and intercept parameter of exponential distribu-

tion, the pure SM scheme can be improved (W14).

The diagnostic relation for each category can be ex-

pressed as

N
0x
5 c

1x
W

c2x
x , (11)

where Wx is related to mixing ratio qx viaWx 5 1000rqx

(Wx is in gm23 and qx is in kg kg21). Using (11), (9)

becomes

q
x
5

"
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x
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[c
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ex . (12)

Combining (6) and (11), the total number concentration

can be calculated as

N
Tx
5[c

1x
(1000r)c2xG(11a

x
)]dx/(11dx1ax)

3

"
G(11a

x
)

G(11d
x
1a

x
)

r

c
x

#(11ax)/(11dx1ax)

q
(11cx2dx1ax)/(11dx1ax)
x .

(13)

The logarithmic reflectivity factor (referred to as reflec-

tivity in most parts of this paper) (in dBZ) is given by

Z5 10 log
10

�
Z

e

1mm6 m23

�
. (14)

Equivalent radar reflectivity of rain, snow, hail, and

graupel, Zer, Zes, Zeh, and Zeg, could be derived from

(14) after the dominant precipitation type at each grid

point is diagnosed. Equations (12) and (13) are directly

implemented into the enhanced ARPS cloud analysis

system. This set of equations using diagnostic relations is

labeled N0D (D indicates diagnostic N0). Equation (6)

is also used to retrieve the number concentrations for

SMO. The impact of our enhanced scheme on the

analysis and forecast is evaluated with a squall line that

occurred in southern China during 23–24 April 2007.

3. The 23 April 2007 south China squall-line case

On 23 April 2007, a squall line occurred over southern

China. The case, including the structures and evolution of

the squall line, was documented in Pan et al. (2012), and

represents one of the most intense and well-organized

squall lines that occurred over China. The squall line

had a pronounced trailing stratiform precipitation region

during its later life cycle. By 2200 UTC 23 April 2007, a

squall line had formed near the border between Guangxi

and Guangdong provinces of China (see Fig. 1). The

squall line was oriented east–westward (Fig. 1a), and

propagated rapidly toward south. At 2300 UTC, the pri-

mary convective line (L1) is clearly defined and has

gained a slight bow shape (Fig. 1b). A second, shorter,

convective line (L2) formed at thewest end of L1 (Fig. 1b)

and those two gradually merged into one connected line

extending over 500km in length (Fig. 1c). During the 4-h

period from 2200 UTC 23 April to 0200 UTC 24 April

2007, the squall line gradually intensified to form a

broader, stronger, and well-organized convective line

(Figs. 1a–e). The convective region, stratiform region,

and a transition zone of weak reflectivity in between are

clearly evident from 2300UTC and the stratiform region

expanded in area over the time. It began dissipating at

around 0300 UTC 24 April (Fig. 1f) and moved out to

the sea at 0400 UTC (Fig. 1g). After 0400 UTC 24 April,

most of the squall line moved out to sea and was out of

radar coverage. Additional details on the structure and

evolution of this event can be found in Pan et al. (2012).

Meng et al. (2012) further examined reasons of the

formation of the bow structure and the rear inflow.

4. Design of experiments

a. The model configuration

The ARPS model is used as the prediction model in

this study. It is a three-dimensional nonhydrostatic,

compressible atmospheric model (Xue et al. 2000, 2001,

2003). For all the experiments in this study, the model is

configured as follows: MY DM MP scheme with an
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FIG. 1. (a)–(g) Observed evolution

of the 23 Apr 2007 south China squall-

line case from 2200 UTC 23 Apr to

0400 UTC 24 Apr at 1-h intervals. The

shading is composite reflectivity; two

convective lines are denoted as L1 and

L2 in (b).

JANUARY 2016 PAN ET AL . 377



assumption of ax 5 0, fourth-order advection in both hori-

zontal and vertical; a rigid top boundary combined with a

wave absorbing layer; fourth-order computational filter;

1.5-order TKE-based subgrid-scale turbulentmixing scheme;

and PBL parameterization. Surface fluxes were calculated

using surface temperature and surface water content pre-

dicted by a two-layer land surface model, and radiative

processes were calculated from Goddard Space Flight

Center (GSFC) longwave and shortwave radiation param-

eterization.More details on the physics options can be found

in the afore-referenced ARPS model description papers.

The experiments use two one-way nested domains with

the Lambert conformal map projection. The outer domain

consists of 323 3 323 horizontal grid points with a hori-

zontal grid spacing of 9km and covers the middle and

southern parts of China (Fig. 2a). The inner domain con-

sists of 579 3 579 horizontal grid points with a horizontal

grid spacing of 3km. The grid is stretched in the vertical,

with 53 levels and a 400-m-average vertical spacing, and a

near-surface vertical spacing of 50m.

The outer domain was initialized from the National

Centers for Environmental Prediction (NCEP) Global

Forecast System (GFS) analysis at 1200 UTC 23 April

2007. Lateral boundary conditions from the GFS ana-

lyses were updated in 6-h intervals. Terrain data were

derived from the 30-s global terrain data.

Level II data from six China NewGeneration Radar-

1998 Doppler (CINRAD-98D) weather radars are

used. They are radars at Guilin (GLRD), Shaoguan

(SGRD), Guangzhou (GZRD), Jianyang (JYRD),

Fuzhou (FZRD), and Xia’men (XMRD) (Fig. 2a).

Both radial velocity and reflectivity data are assimi-

lated, and are manually quality controlled before as-

similation using the SOLO-II software (including

velocity dealiasing and ground clutter removal)

from NCAR.

b. Experiment design and verification methods

The analysis and forecast timelines of all experiments are

shown in Fig. 2b. The 16-h, 9-km forecasts using MY DM

MP scheme started from 1200UTC23April 2004 using the

GFS analyses as the initial and boundary conditions.

The N0x 2Wx relations derived by W14 are based on a

numerical simulation of a supercell storm typically at the

U.S. central Great Plains environment. It is not necessarily

suitable for subtropical squall lines in southern China.

In this study, we follow the procedure proposed of W14

to derive our own version of the N0x 2Wx relations.

Specifically, a 3-km simulation of the squall line was per-

formed using the MY DM scheme, starting from the ini-

tial condition interpolated from the 9-km simulation at

2000 UTC without radar data assimilation (CtrlDM). The

outputs from the simulation were used to derive the re-

lations, which will be given in the results section.

To investigate the impact of reflectivity equations within

the cloud analysis, cycled 3-km data assimilation experi-

ments are conducted. These experiments, named ExpS,

ExpC, ExpD, and ExpDNG (Fig. 2b and Table 2), start

from 2000 UTC and assimilate radar data every 30min for

2h until 2200 UTC, and are based on the SMO, N0C, and

N0D equations in the cloud analysis. Themixing ratios and

total number concentrations of rain, snow, graupel, and hail

are calculated in the cloud analysis procedure for all these

experiments. The background at 2000 UTC is interpolated

from the 9-km valid forecasts at the same time. Forecasts

are launched from the analyses at 2200 UTC and run

through 0400 UTC 24 April. The MY DM scheme is used

in those and all other experiments during the forecast. An

additional experiment, ExpDNG, using the same configu-

ration of ExpD but without the graupel class in the cloud

analysis, is run to investigate the impact of adding the

graupel category in the cloud analysis. When the cloud

analysis system replaces the background hydrometeors

FIG. 2. (a) The nested domains of 9- and 3-km horizontal grid

spacing and (b) the time lines of analyses and forecasts of experi-

ments. The positions of radars are denoted by the ‘‘up’’ triangle in

(a). The range circles of the Guilin radar (GLRD), Shaoguan radar

(SGRD), Guangzhou radar (GZRD), Jianyang radar (JYRD),

Fuzhou radar (FZRD), and Xia’men radar (XMRD) are for

a maximum of 460 km.
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with those retrieved from observations, all hydrometeors

are assumed to be zero first. In ExpDNG, graupel is zero in

the cloud analysis but can form during the forecast. The

intercept parameters and densities of each species for

SMO and N0C are listed in Table 3. These fixed in-

tercept parameters are set according toXu (1983), which

are based on several field observation projects in China.

The equitable threat scores (ETSs) and bias (BIASs)

are used to evaluate the forecast performance of dif-

ferent experiments. The scores are calculated for com-

posite reflectivity and 1-h accumulated precipitation and

referred to as the reflectivity or precipitation ETSs/

BIASs. The reflectivity scores are computed in the

model grid space while the precipitation scores are

computed in the observation space. The precipitation

data are from rain gauge measurements.

The simulated reflectivity for verification (including

the plots and the quantitative scores) uses the MY DM

formula in this paper, matching the MP scheme of the

forecasts even though the intercept parameter is fixed

within SMO and N0C scheme. The different reflectivity

formula used in the cloud analysis and the plotting

program can create differences between the analyzed

and observed reflectivity at the analysis time. After the

cloud analysis, a nine-point horizontal smoother is ap-

plied to the analyzed hydrometeor fields to avoid sharp

gradients. (Reflectivity is not calculated when the mix-

ing ratio is less than 10218 kg kg21 or the number con-

centration is less than 1025m23).

5. Results and discussion

a. The diagnostic N0x 2Wx relations

As stated earlier, our N0x 2Wx relations are derived

from the output of experiment CtrlDM. After 7 h of

forecast at 0300 UTC, the squall-line system is mature

and well developed (not shown). Between 0300 and

0400 UTC, the zeroth and third moments of rain, snow,

graupel, and hail are output every 10min. Power-law

relations between intercept parameter and hydrometeor

content, N0x 5 c1W
c2
x , are derived from these output

using a least squares fitting between the logarithm ofN0x

and Wx following W14. Figure 3 shows the scatterplots

of N0x versus Wx and the fitted relations between them;

the slope of the dashed lines defines the exponent of the

power-law relation for each species. The coefficients of

determination (R2) for rain, snow, graupel, and hail are

0.11, 0.07, 0.44, and 0.11, respectively. For rain, Fig. 3a

suggests that the new relation is fitting data points

spanning both convective and stratiform rain; convec-

tive rain is characterized by smallN0r and largeWr while

stratiform rain has larger N0r and smaller Wr. While

there are still quite a lot of scatter around the fitted re-

lations, the diagnostic relations represent improvements

over the fixed intercept parameters in this squall-line

case. The rainwater content and number concentration

in a vertical slice across the forecast squall line at

0200 UTC of CtrlDM (Fig. 4a) are shown in Fig. 4b. It

can be noted that in the leading convective region (near

250 km in the horizontal axis), the water content is high

(.1 gm23) but the number concentration is relatively

low, indicating the presence of large raindrops. Behind

the convection region at a 3–4-km height level is a region

of moderate rainwater content (less than 1 gm23), but

with the highest values of number concentration, cor-

responding to the stratiform precipitation region. The

fitted line also indicates that there is a strong de-

pendence of the intercept parameter on water content,

and there is a three-order-of-magnitude change in the

value ofN0r based on the fitting. Apparently, fixedN0r is

not very appropriate. For squall lines that contain both

extensive convective and stratiform precipitation re-

gions, this seems especially important, and perhaps

more so than supercell storms that tend to be dominated

by convective precipitation. Significant slopes are also

found for graupel, hail, and somewhat less for snow ac-

cording to Fig. 3. The fitted power-law relations are

listed in Table 4, and these relations are applied to (12)

and (13) within our cloud analysis system to obtain the

analyses of mixing ratios and total number concentra-

tions from the reflectivity component attributed to the

respective species.

b. Final analyses from cycled data assimilation
experiments

Asmentioned earlier, the cloud analysis system places

its trust on the radar observations; therefore, it replaces

TABLE 2. List of 3-km experiments.

Expt

Reflectivity

equation Radar data assimilation window

CtrlDM — —

ExpS SMO 2000–2200 UTC every 30min

ExpC N0C 2000–2200 UTC every 30min

ExpD N0D 2000–2200 UTC every 30min

ExpDNG N0D (without

graupel)

2000–2200 UTC every 30min

TABLE 3. Intercept parameter and density of each species for SMO

and N0C.

Species Intercept parameter (m24) Density (kgm23)

Rain 8:63 106 1000

Snow 3:83 106 100

Graupel 8:63 105 400

Hail 8:03 104 913

JANUARY 2016 PAN ET AL . 379



the hydrometeors found in the background with those

retrieved from observations. Because of the dependency

of the precipitation-type classification on the background

temperature, there will be differences among the ana-

lyzed hydrometeor fields due to the background differ-

ences but the differences are relatively small. The results

from the final analyses of the experiments that assimi-

late radar data every 30min starting at 2000 through

2200UTCare presented in this section to show the effects

of the enhanced cloud analysis on the analysis.

Figure 5 presents the analyzed composite reflectivity

and the wind vectors at 2200 UTC. The wind in front of

the squall line is mainly westerly but shifts to north-

westerly behind the squall line. It should be noted that

the reflectivity differences are caused by different re-

flectivity formulas in the analysis and plotting steps. As

pointed out earlier, for the graphic plotting, the reflectivity

formula corresponding to the DM MP scheme is used

to calculate the analyzed reflectivity; which may be

different from the observed reflectivity used in the

cloud analysis. In a sense, the plotted reflectivity rep-

resents the reflectivity expected from the model state

assuming the DSD is what would be given by the DM

MP scheme used by the prediction model. The com-

posite reflectivity analyzed by ExpC, ExpD, and

ExpDNG (Figs. 5b–d) is close to the observed values

(Fig. 1a). For ExpS, the composite reflectivity above

50 dBZ is underestimated.

Figure 6 shows the reflectivity bias score (shaded)

from the surface to 10km MSL at 2200 UTC for re-

flectivity thresholds between 15 and 50dBZ overlaid

with ETS scores. Bias score is above or below 1, when

the analyzed reflectivity is higher or lower than the ob-

servation. ExpS (Fig. 6a) underestimates reflectivity at

FIG. 3. Scatterplots and fit of (a) rain intercept parameter N0r, (b) snow intercept parameter N0s, (c) graupel intercept parameter N0g,

and (d) hail intercept parameterN0h vs corresponding water/ice contentWx fromCtrlDM.One data point out of every 100 is plotted in the

scatterplots. The bold dashed lines show the fitted relation; the slope of the line defines the exponent of the power-law relation. The

coefficient of determination (R2) for each species is indicated in each panel.
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all thresholds above 4.5 km MSL. In ExpC, ExpD, and

ExpDNG (Figs. 6b–d), the underestimation are greatly

reduced. Major bias only exists at a threshold above

40dBZ and above 4.5 km MSL.

The reflectivity underestimation in ExpS (Fig. 6a) are

caused by the inconsistency in reflectivity formulas used

in the analysis (using SMO equations) and the plotting

(using MY DM equations) steps. To demonstrate this,

we conduct a simple idealized test, which mimics the

cloud analysis procedure. We calculated, using SMO,

N0C, and N0D schemes, respectively, the mixing ratios

and number concentrations from a given reflectivity

(treated as an ‘‘observation’’). After obtaining the

‘‘analyzed’’ mixing ratios and number concentrations,

we simulated analyzed reflectivity using the DM MY

scheme. This process was done for all reflectivity be-

tween 15 and 65dBZ with an interval of 1 dBZ. Air

density is assumed to be 0.68 kgm23. The mixing ratio,

number concentration, and the analyzed reflectivity are

plotted against ‘‘observed’’ reflectivity and shown in

Fig. 7. Figures 7a–c show the situation assuming the

hydrometeor is rainwater. The rainwater mixing ratio

and total number concentration from SMO and N0C are

identical (Figs. 7a–c, green and blue lines). They are

smaller than those from the N0D scheme (Fig. 7a, red

line) for reflectivity below 25dBZ and greater for re-

flectivity beyond 25dBZ. The SMO, N0C, and N0D

scheme all produce the same analyzed reflectivity.

Figures 7d–f show the situation assuming the hydro-

meteor is in ice phase. For simplicity, in this idealized

test, it is assumed that hail is identified when reflectivity

is 54–65dBZ, graupel is 32–54 dBZ, and snow is 15–

32dBZ. In SMO, the snow is considered dry snow when

the temperature is less than 08C and considered to be

wet snow when the temperature is between 08 and 58C.
For wet snow, a fraction of reflectivity factor of the snow

(0:2tcZes, tc is the temperature in 8C) is further treated as

the reflectivity factor of rain. Both mixing ratios and

number concentrations of dry (black dot line) and wet

snow (green line) are calculated and plotted in Fig. 7.

There is only one equation for snow in N0C and N0D;

wet snow identification is not included. The mixing ratio

and total number concentration of the dry snow from

SMO are the same as those of N0C, but are lower than

those of N0C for wet snow. The mixing ratios of wet

snow, graupel, and hail from the SMO scheme are all

smaller than those from the N0D scheme for all re-

flectivity thresholds. The number concentrations from

the SMO scheme are also smaller than those from the

N0D scheme. As a result, the analyzed reflectivity of

wet snow, graupel, and hail from the SMO scheme are

all smaller than those from the N0D scheme. When the

mixing ratio and total number concentration are rather

small, the analyzed reflectivity values could fall below

zero. The cloud analysis system imposes a lower limit

of zero analyzed reflectivity; the same limitation is

used for Fig. 7. This leads to the zero analyzed re-

flectivity values between 15 and 25 dBZ of wet snow

(Fig. 7f). To conclude, the reflectivity biases in ExpS

FIG. 4. (a) Composite reflectivity and wind vectors at 1 km MSL at 0200 UTC 24 Apr 2007 from CtrlDM, and

(b) vertical cross section of rainwater content (gm23) (color shaded) and the logarithm of rainwater number

concentration (contours) along A–A0 in (a).

TABLE 4. The derived diagnostic relations for N0x.

Species

Diagnostic relation derived

from CtrlDM simulation

Rain N0r 5 5:133 105W21:075
r

Snow N0s 5 1:083 108W0:151
s

Graupel N0g 5 1:953 107W0:612
g

Hail N0h 5 6:683 104W0:321
h

JANUARY 2016 PAN ET AL . 381



are produced mainly because we use one reflectivity

formula to retrieve mixing ratio while we use another

formula to simulate analyzed reflectivity from the re-

trieved variables.

The reflectivity biases in ExpC, ExpD, and ExpDNG

are evidently reduced since the same reflectivity equa-

tions are used in both the analysis and the plotting steps.

The residual biases are caused by two reasons. First, a

horizontally nine-point smoother is applied to the ana-

lyzed model variables before they are finalized; second,

there is an upper bound that limits the maximum hy-

drometeor mixing ratio obtained in the analysis. In an

additional experiment where the smoother and the limits

are removed, the reflectivity biases in ExpC, ExpD, and

ExpDNGdisappear totally (figures not shown here). This

is confirmed in Fig. 7c. N0C andN0D schemes yield exact

458 slope lines in Fig. 7c. It means that in a situation

without the smoother and the limits, the analyzed re-

flectivity is exactly the same as the observed one.

To better understand the differences among the ana-

lyses using the SMO, N0C, and N0D equation sets, we

further compare the mixing ratios along line A–B in

Fig. 5a. In comparison with the hydrometeor fields from

ExpDNG, the areas with less snow and hail above the

freezing level in the convective region in ExpD corre-

spond to where graupel is analyzed based on the graupel

classification. If reflectivity is between 32 and 41 dBZ

and the ambient temperature is below 08C, the hydro-

meteor would be identified as graupel in ExpD rather

than snow as in ExpDNG. If reflectivity falls between 41

and 54dBZ and the ambient temperature is below 08C,
graupel is identified in ExpD rather than hail as in

ExpDNG. Part of the hail in ExpDNG is identified as

rain in ExpD because the threshold of reflectivity to

diagnose hail is increased from 45 to 54dBZ when using

graupel classification. Graupel exists in both the con-

vective and stratiform regions at heights above 4.0 km.

By using diagnostic relations, the mixing ratios of snow

FIG. 5. Composite reflectivity and wind vectors at 1 kmMSL at 2200 UTC 23 Apr 2007 from experiments (a) ExpS,

(b) ExpC, (c) ExpD, and (d) ExpDNG, respectively.
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and graupel (Figs. 8g,k) are greater than those obtainedwith

constant intercept parameters (Figs. 8f,j). The maximum of

the logarithm of total number concentration is given in the

figure for each hydrometeor. The maxima of number con-

centrations of snow, graupel, and hail from ExpD are also

greater than those fromExpS andExpC.With thewet snow

classification within SMO scheme, the rain mixing ratio

immediately below the freezing level is greater and snow

mixing ratio is less than in N0C and N0D. Away from the

freezing level, ExpS and ExpC have the same snow and rain

mixing ratio. In general, the new reflectivity assimilation

procedure produces better analyses of the hydrometeor

mixing ratios and size distributions, which play an im-

portant role in the dynamics of the squall line. Previous

studies (Gamache and Houze 1982; Houze and Churchill

1987; Szeto and Cho 1994a,b; Bryan andMorrison 2012)

suggest that the trailing stratiform region is primarily

composed of ice crystals and snow particles that are

created by the rearward transportation of the ice particle

from the convective region. Melting of the ice particles

at the stratiform is important in driving the mesoscale

downdraft and rear-to-front flow. The correct types of

ice particles and their size distributions are important to

produce proper structures of squall lines. The increased

ice particle mass and numbers from ExpD seem to im-

prove the squall-line prediction in the model.

c. Forecasts from cycled data assimilation
experiments

In this section, we examine the forecasting results from

experiments ExpS, ExpC, ExpD, and ExpDNG. From

final analyses at 2200 UTC, 6-h free forecasts are made.

As mentioned earlier, although the cloud analysis system

trusts the radar observations (it replaces the hydrome-

teors found in the background with those retrieved from

observations), differences among the analyzed hydrome-

teor fields still exist due to the background tempera-

ture and water vapor differences. The difference in the

resulting forecasts can however bemuch bigger due to the

differences in the background and the accumulated effects

of cloud analysis differences within the cycles. For these

reasons, we will focus on the comparison of forecasts

among these four cycled experiments.

The forecast composite reflectivity and the wind vectors

at 0000 and 0200 UTC are plotted in Fig. 9. For the fore-

casts at 0000 UTC, small areas of stratiform precipitation

behind the leading convective region of the squall line start

to appear, as pointed to by the black arrow. By 0200 UTC,

an elongated region of stratiform precipitation region has

developed separated from the leading line of intense

convection by a clearly defined transition zone of weaker

precipitation. The stratiform precipitation region in ExpS

(Fig. 9b) and ExpC (Fig. 9d) is much narrower than that

from ExpD (Fig. 9f). In the region x 5 800–1100km and

y 5 800–950km, ExpD shows evident stratiform pre-

cipitation while ExpS and ExpC totally miss this feature.

Cross sections along line C–D in Fig. 9b of observed radar

reflectivity and the four forecasts are shown in Fig. 10. The

physical variables shown in Fig. 10 are averaged across a

18-km-wide band centering on line C–D to improve rep-

resentativeness. In all four experiments, the cold pools as

defined by the 23-K potential temperature perturbation

FIG. 6. Reflectivity ETS (contours) and bias scores (color shaded) as functions of height and for different thresholds

valid at analysis time 2200 UTC 23 Apr 2007 from (a) ExpS, (b) ExpC, (c) ExpD, and (d) ExpDNG.
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(from the mean ahead of the squall line), its contour is

about 3km deep in the convective region. The ascending

front-to-rear (FTR) flow above the cold pool transports

the hydrometeors across the system from the leading-edge

convective line to the trailing stratiform region, and rear

inflow jet (RIJ) enters the squall line from the rear below

6km and down into the convective region under 3 km.

The RIJ from ExpD is slightly weaker than those from

ExpS andExpC in the region 50–150km in the horizontal

axis and 3–5km in the vertical axis. ExpD predicts a well-

defined convection region, a wide stratiform region, and a

clear transition zone (Fig. 10d), and has a better agree-

ment with radar observations. ExpS and ExpC do not

show a separation between the stratiform and convective

precipitation (Fig. 10b). Without graupel, the forecast

from ExpDNG (Fig. 10e) is slightly worse than ExpD.

The ETS scores and frequency biases for predicted com-

posite reflectivity at the 15-, 30-, and 45-dBZ thresholds,

chosen to roughly represent the entire, stratiform,

and convective precipitation regions, respectively, are

shown in Fig. 11. In general, ExpD and ExpDNG have

very similar ETS scores throughout the 6-h forecast

period at the 15- and 30-dBZ thresholds, and they are

the highest for both thresholds (Figs. 11a,c) except

for the final one hour for the 30-dBZ threshold

(Fig. 11c). ExpS generally yields the lowest ETS scores

for the 15- and 30-dBZ thresholds, but gives higher ETS

scores at the final two hours at 45 dBZ (Fig. 11e). The

frequency biases from ExpD and ExpDNG are closest

to 1 at the 15-dBZ threshold. For the 30-dBZ threshold,

the bias is closer to 1 for all experiments, with those of

ExpD and ExpDNG having the smallest biases overall.

ExpS is largely underestimated in the first three hours of

the forecast (Fig. 11d). For the 45-dBZ threshold, there

is a significant overestimation in all four experiments

(Fig. 11f).

FIG. 7. The retrieved mixing ratios and number concentrations of (a),(b) rain and (d),(e) ice content using SMO, N0C, and N0D

equation sets. (c),(f) The ‘‘analyzed’’ reflectivity calculated using the MY DM formulations from retrieved mixing ratios and number

concentrations corresponding to the ‘‘observed’’ reflectivity in the horizontal axis.
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We further compared the forecasts against 1-h accumu-

lated precipitation at thresholds of 0.5, 6, and 10mmh21

(Fig. 12). More prominently than the reflectivity ETS

scores, ExpD, ExpC, and ExpDNG clearly outperform the

ExpS in terms of the precipitationETS scores in the first 4h

of forecast, and are only passed by ExpS in the final two

hours at the 6 and 10mmh21 threshold. The ETS scores of

ExpD and ExpDNG are very similar for the two smaller

thresholds (Figs. 12a,c), but the difference becomes clear

for the 10mmh21 threshold (Fig. 12e), indicating that

the analysis of the graupel category does improve the

prediction of heavy rainfall. Bias scores of ExpS are

closest to 1.0 at threshold of 0.1mmh21. Compared to

ExpC and ExpS, the biases of ExpC and ExpD are

comparable (Fig. 12d) at the 6mmh21 threshold, and

close to 1. For the highest threshold, ExpD obtained the

highest ETS scores and BIAS scores closest to 1.

Overall, ExpD produces the best precipitation forecast

among the four experiments.

Overall, when we assimilate radar data for 2 h with

30-min intervals using our enhanced cloud analysis

scheme and combine it with prediction using a two-

moment MP scheme, the stratiform region and transi-

tion zone in terms of the simulated reflectivity are

FIG. 8. Cross sections of (a)–(d) rain, (e)–(h) snow, (i)–(l) graupel, and (m)–(p) hail mixing ratios (color shaded) from ExpS, ExpC,

ExpD, andExpDNGalong lineA–B in Fig. 5a at 2200UTC 23Apr. Thick line is the freezing level. Themaximum andminimumofmixing

ratio and logarithm of number concentration are indicated.
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FIG. 9. Forecast composite reflectivity and wind vectors at 1 km MSL for (a),(b) ExpS;

(c),(d) ExpC; (e),(f) ExpD; and (g),(h) ExpDNG at (left) 0000 UTC and (right) 0200 UTC 24

Apr 2007. The stratiform region is indicated by the box behind the convective region. The box

in front of the system is used and explained in Fig. 10.
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better captured. Also, better precipitation forecast

results are obtained when using the reflectivity

equations based on diagnostic intercept parameters

[compared to using the SMO reflectivity equations

(experiment ExpS)] and equations based on a fixed in-

tercept parameter (experiment ExpC). The identifica-

tion and analysis of the graupel category helps us to

further improve heavier rainfall prediction. We see

FIG. 10. Cross sections of reflectivity (color

shaded), cold pool as defined by the 23K of

potential temperature perturbation relative to

the mean potential temperature of the box in

front of squall line in Fig. 9b (thick contours

under the convective region), and wind vec-

tor deviations along line D–C in Fig. 9b

(0200 UTC 24 Apr) for (a) observed radar re-

flectivity, and forecast reflectivity from (b) ExpS,

(c) ExpC, (d) ExpD, and (e) ExpDNG.
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bigger separations in the ETS and bias scores of hourly

precipitation than those of simulated reflectivity. We

think the precipitation-based scores are more robust

because the reflectivity calculation is strongly sensitive to

the reflectivity formula used. Also, the hourly pre-

cipitation is accumulative while the reflectivity is in-

stantaneous; the latter is more sensitive to timing and

location errors in the forecast features.

6. Summary and conclusions

This study enhances the existing ARPS cloud analysis

system for the assimilation of radar reflectivity data, so

that it can be used to initialize, in cycled and noncycled

modes, both mixing ratios and total number concentra-

tions associated with a double-moment microphysics

scheme, which contains both graupel and hail categories.

Toward this goal, the diagnostic intercept parameter ap-

proach is taken, where a diagnostic relation between the

intercept parameter and the hydrometeor content, or

N0x 2Wx, is derived for each hydrometeor category

from model simulation output produced using a double-

moment microphysics scheme. This approach is based on

earlier studies that found strong relationships between the

intercept parameters and corresponding hydrometeor

contents, and the fact that a single-moment MP scheme

using diagnosed intercept parameters could produce re-

sults similar to the corresponding double-moment scheme.

A new reflectivity equation set is derived based on the

diagnostic relations derived and the gamma particle/drop

size distributions. To be able to analyze both graupel

and hail categories from reflectivity data, a graupel–hail

FIG. 11. (a),(c),(e) Equitable threat scores and (b),(d),(f) frequency biases of predicted composite reflectivity for 15-, 30-, and 45-dBZ

thresholds from ExpS, ExpC, ExpD, and ExpDNG.
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FIG. 12. Equitable threat scores and frequency biases of predicted hourly accumulated precipitation at (a),(b) 0.5;

(c),(d) 6; and (e),(f) 10mmh21 thresholds for experiments ExpS, ExpC, ExpD, and ExpDNG.
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classification algorithm is implemented in the cloud

analysis system to determine the dominant hydrometeor

category. A squall line that formed on 23–24 April 2007

over southern China that contained classical leading

convective lines and the trailing stratiform precipitation

regions is used to evaluate the impacts of the enhanced

cloud analysis scheme on the analysis and prediction of

the precipitation structures and the amount associated

with the squall line. The N0x 2Wx relations used were

derived from a baseline double-moment simulation for

the same case without radar data assimilation, following

the procedure developed by W14.

To examine the impacts of the enhanced cloud anal-

ysis system on the analyses and subsequent forecasts,

four experiments using different reflectivity equations,

including the one based on the diagnostic intercept pa-

rameters, were carried out. Those experiments assimi-

lated radar data over a 2-h period at 30-min intervals.

The new reflectivity equation set based on diagnosed

intercept parameters improves the stratiform reflectivity

compared to radar observations than the original reflec-

tivity equations using the fix intercept parameters. For

initializing the MY DM PM scheme, the new reflectivity

equation set provides the DSDs expected from the DM

MP scheme used by prediction model, which could

produce the reflectivity close to observation. The fore-

casts using the enhanced cloud analysis capture wider

stratiform regions and a more distinct transition zone

from the leading convective line. The short-term pre-

cipitation forecasting skill is also improved. Additional

experiments without including the graupel category in

the analysis are conducted to show the effects of adding

graupel; the hourly precipitation skill scores were im-

proved for a higher precipitation threshold (.10mmh21)

when the graupel category is included.

In this study, we derived the diagnostic intercept pa-

rameter relations based on a base-line simulation of the

same case with the same DM microphysics scheme used

for the data assimilation and prediction experiments. The

rationale for doing this is that to obtain reflectivity equa-

tions and a cloud analysis scheme that are as consistent

with the DM scheme to be used as possible, given the

limited observational information (from radar the radial

velocity and reflectivity only). In a sense, this is similar to

the ensemble Kalman filter (e.g., Tong and Xue 2005;

Xue et al. 2010) where correlation relations among dif-

ferent model state variables, including those among total

number concentrations and mixing ratios, are derived

from an ensemble of predictions using the same model.

When the number of observed parameters is much

smaller than the number of state variables to be initial-

ized, additional assumptions, physical constraints, and/or

information from a prediction model, have to be

utilized to overcome the underdeterminedness prob-

lem. For this study, we solve this problem by utilizing

diagnostic intercept parameter relations and hydro-

meteor identification algorithms within a semiempirical

cloud analysis system. This paper serves as a proof of

concept for this approachwhile the generality of the results

and conclusions require further testing with more cases

(e.g., severe convective storms, winter storms, and strati-

form precipitation) and over different regions. The vari-

ability of the derived relations across different cases and

how much the relationships depend on the specific micro-

physics schemes used, also requires further investigation.
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