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Abstract In the Southern Great Plains, nocturnal low-level jets (LLIJs) develop frequently
after sunset and play an important role in the transport and dispersion of moisture and
atmospheric pollutants. However, our knowledge regarding the LLJ evolution and its feed-
back on the structure of the nocturnal boundary layer (NBL) is still limited. In the present
study, NBL characteristics and their interdependencies with LLJ evolution are investigated
using datasets collected across the Oklahoma City metropolitan area during the Joint Urban
field experiment in July 2003 and from three-dimensional simulations with the Weather
Research and Forecasting (WRF) model. The strength of the LLJs and turbulent mixing in
the NBL both increase with the geostrophic forcing. During nights with the strongest LLJs,
turbulent mixing persisted after sunset in the NBL and a strong surface temperature inversion
did not develop. However, the strongest increase in LLJ speed relative to the mixed-layer
wind speed in the daytime convective boundary layer (CBL) occurred when the geostrophic
forcing was relatively weak and thermally-induced turbulence in the CBL was strong. Under
these conditions, turbulent mixing at night was typically much weaker and a strong surface-
based inversion developed. Sensitivity tests with the WRF model confirm that weakening of
turbulent mixing during the decay of the CBL in the early evening transition is critical for
LLJ formation. The cessation of thermally-induced CBL turbulence during the early evening
transition triggers an inertial oscillation, which contributes to the LLJ formation.
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1 Introduction

While much progress has been made in understanding the daytime convective boundary layer
(CBL) overland, our understanding regarding the nighttime boundary layer has progressed
more slowly and many challenges remain (Banta et al. 2003, 2006, 2013; Mahrt 2007, 2009,
2011, 2014; Belusic and Guttler 2010; Fernando and Weil 2010; Lareau et al. 2013; Holtslag
et al. 2013; Bosveld et al. 2014). Under clear skies, turbulence in the CBL is predominantly
generated near the surface due to solar heating of the ground and is then transported upward
throughout the CBL by updrafts and downdrafts that have turnover times on the order of
tens of minutes and length scales of up to 2-3 km. In contrast, in the nocturnal boundary
layer (NBL) an inversion layer forms near the surface under clear-sky conditions, in which
thermal effects suppress the generation of turbulence by wind shear. Thus, turbulent mixing
within the atmospheric boundary layer rapidly declines during the early evening transition,
and may become weak and intermittent during very stable conditions (Acevedo and Fitzjar-
rald 2001; Mahrt 2010). The drastic decrease in turbulent mixing during the early evening
transition is a key mechanism (Blackadar 1957; Shapiro and Fedorovich 2010) causing the
formation of nocturnal low-level jets (LLJs). In the presence of LLIJs, strong wind shear can
sustain turbulent mixing and turbulence may be transported from aloft down to the surface
(Smedman et al. 1997; Mahrt 1999; Ha and Mahrt 2001; Mahrt and Vickers 2002; Lundquist
and Mirocha 2008; Hu et al. 2013b).

In the USA, LLJs are mostly documented and studied over the Great Plains (e.g., Bonner
1968; Mitchell et al. 1995; Stensrud 1996; Pan et al. 2004; Song et al. 2005; Jiang et al. 2007;
Duarte et al. 2012; Pu and Dickinson 2014) and the eastern coastal area (Zhang et al. 2006;
Helmis et al. 2013). The jet maximum (hereafter called the LLJ nose) typically develops
at altitudes ranging from a few tens of metres to several hundreds of metres (Zhang et al.
2006; Cuxart and Jimenez 2007; Banta 2008; Werth et al. 2011; Wei et al. 2013). Several
factors aid the formation of these nocturnal LLJs, including inertial oscillations (Blackadar
1957; Shapiro and Fedorovich 2010; Parish and Oolman 2010; Van de Wiel et al. 2010;
Shibuya et al. 2014), baroclinicity generated by sloping terrain (Holton 1967), conservation
of potential vorticity (Zhong et al. 1996), and large-scale meteorological forcing (Song et al.
2005; Wei et al. 2013; Hu et al. 2013b). However, the inertial oscillation theory appears
incomplete as it cannot explain the geographical preference of LLJs and does not match
well with observed LLJ characteristics (Lundquist 2003; Shapiro and Fedorovich 2009). The
terrain-associated baroclinicity theory (Holton 1967) cannot correctly reproduce the jet-like
vertical profiles (Shapiro and Fedorovich 2009). In the potential-vorticity conservation theory,
northward-moving air becomes jet-like horizontally, as the Coriolis parameter increases with
increasing latitude (Wexler 1961). However, this theory cannot explain the diurnal cycle of
LLJs and their jet-like shape in the vertical. The development of LLJs may also be modulated
by atmospheric radiative cooling (Holton 1967; Baas et al. 2009; Edwards et al. 2014) or, more
generally, the surface energy balance (Fast and McCorcle 1990). Thus, the dynamical origin
of nocturnal LLJs is still controversial and studies are still being conducted to extend/complete
the previous theories (e.g., Shapiro and Fedorovich 2009; Van de Wiel et al. 2010).

Different theories regarding LLJ formation also have implications for vertical profiles of
turbulence and other related meteorological and chemical variables (Kutsher et al. 2012).
The time evolution and vertical distribution of mean and turbulent properties in the NBL
are still active topics of research (Banta et al. 2006; Banta 2008; Karipot et al. 2008; Ohya
et al. 2008; Chambers et al. 2011; Van de Wiel et al. 2012a; Hu et al. 2013a,d). Turbulent
mixing in the NBL intensifies for wind speeds above a critical value (Sun et al. 2012; Bonin
et al. 2015). For low wind speeds, the stable layer adjacent to the surface typically decouples
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from the residual layer, and the decay of mixing after the early evening transition produces
sharp gradients in wind and temperature profiles near the surface. For higher wind speeds,
stronger vertical mixing prevails near the surface and also between the surface and residual
layer, i.e., these layers stay coupled (Acevedo et al. 2012; Hu et al. 2012). The impact of
vertical mixing associated with LLJs on the vertical distribution of meteorological variables
and chemical species needs to be further investigated (Banta et al. 2002; Cuxart and Jimenez
2007; Hu et al. 2012, 2013a, d; Williams et al. 2013).

In summary, open questions remain about LLJ evolution and LLJ interaction with the
dynamic, thermodynamic, and turbulence structure of the NBL. In part, this is due to the
lack of high-resolution profile measurements that range from the surface up to a few hundred
metres above the LLJ nose (Conangla and Cuxart 2006; Pichugina and Banta 2010; Duarte
et al. 2012; Deppe et al. 2013; Banta et al. 2013; Helmis et al. 2013; Mabhrt et al. 2014;
Wei et al. 2014; Klein et al. 2015). In the present study, linkages between characteristics of
nocturnal LLJs and the structure of the atmospheric boundary layer before and after sunset
are investigated. The analyses primarily use datasets collected during the Joint Urban field
experiment in July 2003 (JU2003) in Oklahoma City. These datasets were selected as they
provide detailed radar wind-profile measurements and turbulence quantities measured on an
80-m tower. Data from the Oklahoma Mesonet provide further information on near-surface
winds and stability in the rural areas surrounding Oklahoma City, which were shown to
be correlated with LLJ characteristics (Hu et al. 2013b). Previous analyses of the JU2003
datasets have demonstrated that LLJs occurred on approximately 85 % of the nights during the
JU2003 study period (Lundquist and Mirocha 2008). Wang et al. (2007) concluded that the
urban structures over downtown Oklahoma City lifted the LLJ nose by 25—100 m and reduced
wind speeds below the LLJ nose by 10—-15 %, but direct transport of turbulent momentum flux
from the LLJ nose to the street level was not prominent. De Wekker et al. (2004) compared
temperature and wind profiles measured 2 km upwind and 5 km downwind of the Oklahoma
City central business district and found that above 200 m differences in wind speed were
less than 0.5 m s~! and in temperature less than 0.5°C both during day and night. Thus,
urban effects did cause some changes in the LLJ characteristics but the urban impacts on the
dynamics of the LLJ and its development are generally minor and less prominent than was
observed in other cities (Kallistratova et al. 2009). Our previous studies using the JU2003
data focused on studying the differences in the thermodynamic and turbulence structure of the
NBL for nights with both weak and strong LLIJs and related impacts on the urban heat island
intensity and nocturnal surface ozone concentrations (Hu et al. 2013b; Klein et al. 2014).
The current study provides new insights into the scaling of the mean flow and turbulence in
the NBL and the mechanisms leading to LLJ development. In addition to the JU2003 data
analysis, three-dimensional simulations with the Weather Research and Forecasting (WRF)
numerical model were conducted. Sensitivity tests with the WRF model reveal how the
variation of turbulent friction affects LLJ development.

2 Method

2.1 Measurements

The JU2003 tracer experiment campaign took place in the Oklahoma City metropolitan area
in July 2003 (Allwine 2004). During this experiment, a boundary-layer radar wind profiler

was operated almost continuously during the month of July 2003 in Oklahoma City at the
Argonne National Laboratory site, which was located 5 km downwind of the Oklahoma City
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Fig. 1 a Map of Oklahoma with the locations of all Oklahoma Mesonet sites and b land-use categories (i.e.,
rural and urban) over the study area around Oklahoma City retrieved from the 2006 National Land Cover Data.
The locations of six rural Mesonet sites around Oklahoma City (i.e., ELRE, GUTH, KING, MINC, NRMN,
and SPEN) are marked by dots, the Argonne National Lab (ANL) site is marked by a square, and the Tyler
Media (TM) tower is marked by a star on b. The background colour in a shows the terrain height in km. ¢
Map of model domains and terrain heights (in km) used for the WRF model simulations

central business district in a suburban area (Fig. 1b). The wind profiler collected data with a
vertical resolution of 55 m and an average time interval of 25 min, providing coverage from
82 m to approximately 2700 m above ground level (a.g.l.) (De Wekker et al. 2004).

Mean and turbulent flow properties were measured with sonic anemometers at 37.3 m and
79.6 m a.g.l. at the Tyler Media (TM) tower (Fig. 1b). The TM tower was located 5.5 km
south of the Oklahoma City central business district in suburban terrain (Grimmond et al.
2004). The mean wind speeds measured at these levels, referred to as U3y and Ugg thereafter,
are used to evaluate the NBL shear near the surface and U3y is also used as a scaling velocity
for turbulent quantities measured at the same height. Friction velocity u., defined as
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wy = [(ﬁ)2 + (v’w/)2]1/4, (1)

and the turbulent velocity scale U; computed according to

Uc= /05 (02 + 02 +02) 2)

are used to characterize the degree of turbulent mixing in the surface layer (see also Sun et al.
2012), with U[2 being a measure of the turbulence kinetic energy. The turbulent kinematic
momentum fluxes #’w’ and v'w’ and standard deviations of the three velocity components
oy, Oy, Oy, are computed using the sonic-anemometer data at the 37-m level. These data were
originally processed using 30-min averaging periods, but for the current analysis the 30-min
statistics are further averaged into hourly values.

Near-surface meteorological variables, including wind speed at 2 and 10 m a.g.1. and air
temperature at 1.5 and 9 m a.g.1., routinely collected at the Oklahoma Mesonet sites, were also
used in the analysis (McPherson et al. 2007). The mean spacing between Mesonet stations
is approximately 30 km (Fiebrich and Crawford 2001). The average 10-m wind speed at
the six Mesonet sites around Oklahoma City (Fig. la, b) is calculated and analysed as a
measure of the near-surface wind field around Oklahoma City. To investigate the influence of
atmospheric stability in the surface layer, the Richardson number (Ri) at the Mesonet sites
is calculated as

_ gl(Ty — T15)/AZr + TalAZ,?

Ri 5
Ty s5[uio — uz}

3

where g is the acceleration due to gravity, the dry adiabatic lapse rate 'y = 0.01 K m~!, Ty
and 71 s are the air temperatures measured at 9 and 1.5 m a.g.l., and u» and u ¢ are the wind
speeds at 2 and 10 m a.g.l., respectively. The height differences between the measurement
levels are Az = 7.5 m for air temperature and Az, = 8.0m for wind speed.

2.2 Numerical Simulations

To systematically investigate the relationship between LLJs and boundary-layer characteris-
tics, numerical simulations with the WRF model, version 3.4.1 (Skamarock et al. 2008) were
conducted for two contrasting episodes: strong LLIJs during July 7-9, and weak LLJs during
July 17-19. Simulations covering 42 h were initialized at 0000 UTC! on 7, 8, 17, and 18,
July, respectively. The first 18 h of each simulation are treated as spin-up, and the remaining
24 h (from 1200 CST on day 1 to 1100 CST on day 2) are analysed. Five one-way nested
domains (Fig. 1¢) were employed, with horizontal grid spacings of 40.5, 13.5, 4.5, 1.5, and
0.5 km, respectively. This set-up was chosen because previous studies have shown that a
0.5-km grid spacing is needed to resolve urban effects on the boundary-layer structure over
Oklahoma City (Liu et al. 2006; Lemonsu et al. 2009; Hu et al. 2013a, b, c,d). Each domain
had 48 vertical layers extending from the surface to 100 hPa. The model sigma levels and mid-
layer heights of the lowest 20 model layers are shown in Table 1. In all model domains, the
Dudhia shortwave radiation algorithm (Dudhia 1989), the Rapid Radiative Transfer Model
for longwave radiation (Mlawer et al. 1997), the WRF single-moment six-class (WSM6)
microphysics scheme (Hong et al. 2004), and the Noah land-surface scheme coupled with a
single-layer urban canopy model (Chen et al. 2011) were used. Our study focuses on days
during which clouds and precipitation were absent over the study area. The microphysics

' UTC = Central Standard Time (CST) + 6 h.
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Table 1 Sigma levels and mid-layer heights (m a.g.l.) of the lowest 20 model layers

Sigma levels 1.0 0997 0.994 0991 0988 0985 0975 097 096  0.95
Mid-layer heights (m) 12 37 61 86 111 144 186 227 290 374
Sigma levels 094 0.93 092 091 0.895 0.88 0.865 0.85 0.825 0.8

Mid-layer heights (m) 459 545 631 717 826 958 1092 1226 1409 1640

P—Ptop
Psurf — Ptop
level, pgyrf is dry hydrostatic surface pressure, and piop is a constant dry hydrostatic pressure at model top

The sigma levels are defined as , where p is the dry hydrostatic pressure at each corresponding

scheme is thus only of relevance for resolving cloud processes in the outer domains, which
cover significant portions of North America and where clouds were present during the study
period.

Planetary boundary-layer (PBL) schemes are used to parametrize turbulent vertical mixing
of variables. The choice of PBL scheme affects the structure of the simulated boundary layers
and the predicted vertical mixing, which leads to differences in the predicted LLJ strength
(Storm et al. 2009; Nielsen-Gammon et al. 2010; Shin and Hong 2011; Hu et al. 2013a; Draxl
et al. 2014). In order to investigate the impact of the boundary-layer characteristics on LLJ
formation, a sensitivity analysis is conducted for the Yonsei University (YSU, Hong et al.
2006; Hong 2010) PBL scheme. The YSU scheme is a first-order non-local scheme, with a
counter-gradient term and an explicit entrainment term in the turbulence diffusion equation,
which was shown to reproduce important features of the NBL (Hu et al. 2013a,c). In the
YSU PBL scheme, the eddy viscosity for the stable boundary layer is formulated as

Z 2
K =kwyz (1= )", @
h

where the velocity scale is wg = u./¢n, k is the von Karman constant, z is the height above
ground, and # is the boundary-layer height diagnosed in the YSU scheme using a critical
Richardson number (0.25 over the land, while it depends on surface winds and Rossby number
over oceans). The non-dimensional profile function, ¢,,, for stable conditions (z/L > 0) in
YSU is implemented as

d)m:l—i-a(%), 5)

where L is the Obukhov length. The coefficient a, which describes the dependence of eddy
viscosity on the stability parameter (z/L), plays an important role for simulating LLJs. Its
default value in YSU is 5 (Nielsen-Gammon et al. 2010; Hu et al. 2013a). Sensitivity simu-
lations with a varying between 0.1 and 10 were conducted, noting that the lower and higher
values of this range may exceed the plausible range of a to accurately simulate the realistic
vertical mixing in NBL (Foken 2006; Nielsen-Gammon et al. 2010). These extreme, some-
what unrealistic, values were included to emphasize the role of stability and vertical mixing
in LLJ development. For the conducted sensitivity simulations, only the eddy conductivity

Kn = Pr'Ko, (6)

where Pr is the turbulent Prandtl number, was available in the WRF model output. We thus
used Kj to characterize the diurnal evolution of vertical turbulent mixing in the boundary
layer, but verified for the control simulation (with @ = 5) that the profiles for eddy viscosity
and conductivity are similar.
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3 Results
3.1 Observed LLJ Properties

During July 2003, southerly winds dominated and LLJs developed in Oklahoma on a majority
of the nights (Fig. 2a, b). Notable exceptions were July 1, when an easterly wind persisted
due to a tropical depression east of Oklahoma, and July 22-23, 29-30, and July 10, when
northerly winds dominated due to cold frontal passages. On one to two nights after each cold
frontal passage, the LLJs were typically relatively weak. In July 2003, the LLJ nose was
usually at about 400 m and never above 800 m (Figs. 2a, 3). Following Hu et al. (2013b),
the maximum jet speed, Uy, was thus determined as the hourly maximum wind speed
observed in the layer between 200 and 800 m. The lower limit of 200 m was chosen, as the
radar wind-profile data may not be accurate below these heights.

The Richardson number Ri (Eq. 3) shows distinct diurnal patterns around Oklahoma City
during the study period (Fig. 2c). It increases prominently during the early evening transition
and remains positive until the next morning when the rapidly developing CBL breaks down
the near-surface inversion. As, the day-to-day variation of Ri is prominent, one objective of
our study is to investigate the relationships between atmospheric stability and LLJ strength.
We selected a 12-h time period for each day/night ranging from 1730 to 0430 local time
(LT, the same as CDT). The analyzed data were limited to days/nights for which the wind
directions measured at the TM tower at 37 and 80-m a.g.l. were within a southerly sector
(135°-225°), and for which the observations had no major gaps during the selected 12-h

UL [1 I.‘ T l|’,w‘

i

.135791113151719212325272931
Day in July

Fig. 2 Time-height diagram of a wind speed and b wind direction in July 2003 at the ANL site observed
with a boundary-layer radar wind profiler, and ¢ time series of Richardson number (Ri) averaged over six
Oklahoma Mesonet sites. Periods of sunset to sunrise (i.e., 1942-0527 CST) are shaded in the middle panel.
Note the heights in panels a and ¢ are above ground level and the daytime values of Ri on some days are lower
than —0.4, but this lower limit was chosen to better document the Ri values during the early evening transition
and at night
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Fig. 3 a—c Observed averaged daytime and nighttime wind profiles for the 18 days included in the analysis
and d—f corresponding normalized profiles whereby the wind speed at 800 m above ground from the daytime
profile is used as scaling velocity Us for both daytime (solid lines) and nighttime (solid lines and circles)
profiles. The vertical axis refers to the height H a.g.l in km. See text for more details

windows. The time period was chosen for the transition from the afternoon CBL to the stable
NBL. The sunset times, which ranged from 2049 to 2035 LT in July 2003, were taken into
account when defining the time window. Table 2 lists the 18 days in July 2003 included in
the analysis and provides an overview of important boundary-layer parameters, which are
defined and discussed below. Each listed date refers to the day at the beginning of the time
window. The sonic anemometer at the 37-m level became fully operational only on July 6,
which is why data are missing for the first three days. Daytime and nighttime wind profiles
for the selected nights are shown in Fig. 3a—c. The daytime profile was computed as the
average of the 1730 and 1830 LT observations, for the nighttime profile three hourly profiles
from 0130 to 0330 LT were averaged since the properties of the LLJ for most days did not
vary much in that time period. The profiles show that the daytime values of Uy, computed
as the maximum wind speed below 800 m, are representative of the mixed-layer wind speeds
in the daytime CBL while at night Uy 1 corresponds to the LLJ wind-speed maximum.
The daily time series of the wind speeds Uy 1y, U37, and Ugy, friction velocity u., turbulent
velocity scale Ui, and Richardson number Ri for the 18 selected days are shown in Fig. 4. The
transition from unstable conditions (Ri < 0) to stable conditions (Ri > 0) occurs at around
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Fig. 4 Temporal evolution of a LLJ strength Uy j, b—¢ wind speeds measured with sonic anemometers at
the TM tower at 37 m (U37) and 80 m (Ugg) above ground, d—e friction velocity us and turbulent velocity
scale Ut , both also measured with the 37-m sonic anemometer, and f stability parameter Ri computed from

wind and temperature data at six rural Mesonet sites using Eq. 3. All wind speeds are plotted in m s~ and
the legend refers to the day in July 2003

2000 LT (Fig. 3f). Around that time, Uyyj begins to increase until levelling off at around
0100 on most nights. On seven days, Ur1j decreases at around 1930 LT (most pronounced
on July 3 and July 26) before the flow starts to accelerate. Recently, Van de Wiel et al. (2010)
discuss that backward inertial oscillations can initially cause a decrease in wind speed but
such backward oscillations should occur below a crossing point near the surface. Here, we
focused on analyzing correlations between bulk LLJ and turbulence characteristics and did
not further investigate whether backward oscillations caused the observed initial decreases
in wind speed.

During the 18 nights analysed, the maximum LLJ speed (ULLj)yax Observed each night
varied between 14.4 and 22.5 m s~! (Table 2) while the shape of the daily time series of
U1y is quite similar (Fig. 4). Following the inertial oscillation theory, the LLJ speed depends
on the deviation of boundary-layer winds from the geostrophic wind, i.e., the ageostrophic
wind speed (Shapiro and Fedorovich 2010; Van de Wiel et al. 2010). Obtaining reliable
estimates of the geostrophic wind speed proved to be challenging, i.e., we could not compute
the ageostrophic wind speed that has been proposed as a scaling velocity (e.g., Shapiro and
Fedorovich 2010; Van de Wiel et al. 2010). Above 800 m, the daytime wind-speed profiles
(average of the profiles measured at 1730-1830 LT) show little variability, i.e., the daytime
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values of Uy are a good approximation of the mixed-layer wind speed in the CBL (Fig. 3a—
¢). Thus, we decided to define the daytime values of Uryj, as a scaling velocity Us. While
we expect the geostrophic wind speed to be higher than Us, we hypothesize that this scaling
velocity serves as a proxy, allowing us to account for the variability in the geostrophic forcing.
The values of Us ranged from 6.5 to 10.9 m s~! during the study period (Table 2). Normalized
daytime and nighttime profiles using U as scaling velocity are shown in Fig. 3d—f. It can be
noted that days with the highest velocity increase at night, i.e., days with the highest Uy 15/ Us
values, are not days with the highest values of Uy 1 j. While the normalized profiles show less
variability than the original wind profiles, the relative LLJ strength and height still vary from
day to day. Finding the factors causing this variability is an important objective of this study.

The trends in the time series of Us7, and Ugg are less consistent (Fig. 4b, c) than the
trends in Uyyy, and also the friction velocities u, vary strongly (Fig. 4d) whereby large
differences are particularly noticeable before sunset: on some days a pronounced increase in
uy is observed before the early evening transition while on other days a gradual decline or
high variability from hour to hour can be noted. The turbulent velocity scale Uy, on the other
hand, shows similar trends for all days and more consistent trends throughout the selected
12-h time window. Thus, U, is used as a parameter to quantify the level of turbulent mixing
in the NBL, which is also consistent with Sun et al. (2012). The Ri profiles have similar
shapes but both the afternoon values Rig,y (minimum Ri value before sunset) and nighttime
value Ripjgne (maximum Ri value observed between 2230 and 0430 LT) vary daily during the
study period (Fig. 3f). The values Ripight ranged from 0.03 to 0.25, i.e., from quasi-neutral to
moderately stable conditions, while Rig,y values in the range —0.07 to —0.38 were observed
(Table 2).

Asdiscussed in Shapiro and Fedorovich (2010) and Van de Wiel etal. (2010), the LLJ starts
to develop as an inertial oscillation from the initial afternoon wind profile and the increase in
wind speed relative to the initial wind speed is an important parameter that describes the LLJ
strength. In our analysis, the wind-speed ratio U1/ Us describes the increase of the wind
speed at the LLJ nose relative to the initial mixed-layer wind speed. The diurnal time series
of Urry/Us (Fig. 5a) show the expected sharp increase of Uyyj/Us after the early evening
transition. The variation of Uy 1/ Us with Ri further highlights the sharp increase as stability
changes from unstable to stable conditions. However, the Uppj/Us values start to decline
again for Ri > 0.1 and a clear correlation between Ri at night (Ri > 0.1) and Uyyy/Us
does not emerge (Fig. 5d). The daily maximum values of (ULLj/ Us) . ranged between 1.8
and 2.7 (Table 2). As additional parameters describing the dynamic and turbulent structure
of the NBL, the velocity ratio Ugg/ U37, and turbulent velocity scale U/ Uz7 normalized by
the wind speed measured at the same height and time are also plotted in Fig. 5. The ratio
Ugo/ U3z7 can serve as a dimensionless shear parameter, since

Uso (80—37) dU n
Uszy o Usy dz ’

which describes the degree of shear below the LLJ nose. The ratio U,/ U3y is a measure of
the turbulence intensity. The variation of U;/Us7 with stability is more consistent than for
Ur1y/ Us: turbulence intensity decreases nearly linearly as Ri increases (Fig. 5f). Similar to
Ur13/ Us, the shear parameter Ugp/Us7 increases drastically after Ri becomes positive, but
a clear correlation between Ri and Ugp/ U3y does not emerge (Fig. 5f). It is interesting to
note that high values of (ULLj/Us)pax- 1-€., the development of a strong LLJ relative to the
previous day mixed-layer wind speed, appear to be more prominent on days with lower Rigay
values, such as e.g., on July 18, 26, and 27 (Table 2; Fig. 5d). During these three days, the
highest turbulence intensities U;/ U3y (Fig. 5b, e) were observed in the CBL. The correlation

)
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Fig. 5 Temporal evolution of a relative LLJ strength Uy 1j/Us, b wind-speed ratio Uz7/ Uy that serves as
shear parameter, and ¢ turbulence intensity Ut/ Us7. Panels d—f show the same three parameters but plotted
as a function of the stability parameter Ri instead of as a function of time. The legend refers to the day in July
2003

of relative LLJ strength (UrLj/ Us) max With atmospheric stability Ri and turbulence intensity
U,/ Us7 is now investigated in more detail.

Following the inertial oscillation theory, the decrease in turbulent vertical mixing during
the early evening transition determines the strength of the LLJ relative to the initial (afternoon
mixed-layer) wind speeds (Shapiro and Fedorovich 2010; Van de Wiel et al. 2010). Thus,
we propose the hypothesis that the highest increase of the LLJ speed relative to the initial
mixed-layer wind speed, i.e., the highest value of (Urry/Us)max. 1S expected during nights
with, (i) the largest change in atmospheric stability, i.e., largest values of Riyigne — Riday, and
(ii) the largest decrease in turbulence intensity U;/Usz7 during the early evening transition.
During the study period, the change in atmospheric stability, Ripjght — Riday, varied from
0.13 on July 6 to 0.57 on July 18. To assess the change in turbulence intensity, we computed a
daytime value (U;/ U37) day as a mean value for the time period 1730-1830 LT, and nighttime
value (Ui/U37)yigh; s the minimum value observed between 2230 and 0430 LT (Table 2).
During the study period, the ratio (Ui/ U37)pigne / (Ut/ U37)day, Which describes the decrease
in turbulence intensity in the NBL relative to the CBL, ranged between 0.33 on July 18 and
0.91 on July 7.

Plots of relative LLJ strength (ULLy/Us)yax versus change in stability Rinight — Riday
(Fig. 6a), and turbulence-intensity ratio (U;/ U37)night / (Uy/ U37)day (Fig. 6d) show the
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Fig. 6 Plots of relative LLJ strength Uy | j/Us and shear parameters Uzy/Ugo and Up 15/ Uy versus a night-
to-day change in stability Ripight- Rigay, b daytime stability Rigay, ¢ nighttime stability Ripjgh¢, d night-to-day
change in turbulence intensity (Ut/ U37)night / (Ut/ U37)day- € daytime turbulence intensity (Ut/ U37)day» and
f nighttime turbulence intensity (Ut/ U37)pignc- See text for more details

expected trends: (ULLy/ Us)pax increases as Ripight — Rigay increases and as (Ut/U37)night /
(Ut/Us37)qay decreases. The scatter in the data is however fairly large and the correla-
tion coefficients r are quite low (0.41 and 0.3 respectively). In addition to relative LLJ
strength, the shear parameters Usg/Uz7; and Uppy/Usz; are also plotted in Fig. 6. As
one would expect, both shear parameters also increase with increasing Rinjght — Riday
and decrease with increasing (U;/ U37)night / (Ug /U37)day. The corresponding correlation
coefficients are quite high, particularly for Ugyg/U3z7 and (U; [ UsDnight / (Ut/ U37) gay» as
in that case all variables were measured at the same site and with the same instru-
ments.

As mentioned above, the relative LLJ strength (UrLj/Us)yax tended to be higher on
days with lower Ri values (characterizing stronger convective turbulence) before the early
evening transition. We thus also investigated correlations of the relative LLJ strength and
shear parameters with values of daytime and nighttime stability (Rigay and Ripigne) and
turbulence intensity ((U/ U37)day and (Ut/ U37)pighe)- Of all six parameters represented in
Fig. 6, relative LLJ strength (ULLy/ Us)yax correlates best with Rigay (Fig. 6b) and shows
no correlation with Ripjene (Fig. 6¢) or (Uy/ U37)night (Fig. 6f). Shear parameters, on the
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other hand, are best correlated with (U;/ U37)night (Fig. 6f). Thus, in our study, relative LLJ
strength primarily depends on daytime stability and turbulence intensity but is not notice-
ably affected by nighttime stability. One interpretation concerns the collapse of the CBL
during the early evening transition being the main mechanism for initial LLJ development.
The LLJ then persists throughout the night with its bulk characteristics not being much
affected by nighttime stability and turbulence intensity. The latter two parameters do how-
ever modulate the shear below the LLJ nose. At the same time, nighttime stability and
turbulence parameters are also modulated by the presence of the LLJ at night. As a con-
sequence, the values of (U;/ U37)night do not vary much throughout the study period, i.e.,
daily variations in the turbulence intensity ratios (Ut/ U37)night / (Ut/ U37) 4y are primarily
due to variations in the daytime values. Our findings overall confirm the hypotheses that
were formulated above based on the inertial oscillation theory: the relative LLJ strength
depends on the degree of change in atmospheric stability and turbulence intensity during
the early evening transition. Additionally, we have shown that the conditions in the daytime
CBL just before sunset are critical and Rigay is a good indicator of the strength of LLJ.
These conclusions may not be applicable to situations with weaker jets and a strongly stable
NBL.

So far, the analysis follows the concepts outlined in Shapiro and Fedorovich (2010) and
Van de Wiel et al. (2010) and our conclusions are based on relative LLJ strength, i.e., the
increase in velocity relative to the mixed-layer velocity prior to the early evening transition.
We would like to point out that such normalization by an initial wind speed is critical. As
shown in Fig. 7, very different conclusions could be drawn if the absolute wind speed U1 ;
is plotted against atmospheric stability. The daily maximum values of Uy correlate well
with all three stability parameters Rinjght — Riday, Rinight, and Rigay but the LLJ strength
increases as the absolute values of Ri decrease, i.e., when the flow becomes more neutral.
One may thus conclude that stability effects play no important role in LLJ development and
that the LLJ weakens as the daytime CBL becomes more unstable and the NBL more sta-
ble. However, the fact that stronger LLJs correspond with more neutral conditions merely
reflects that atmospheric stability, in general, decreases as wind speed increases. As illus-
trated in Fig. 7, the same trends are observed for the average wind speeds measured 10
m above ground (Ujg) at the six rural Mesonet sites and for the wind speeds measured at
the TM tower (Usz7 and Usp). Appropriate normalization of the data is thus key for under-
standing which factors play a role in the development and evolution of LLJs. In our study,
using the daytime mixed-layer wind speed as a scaling velocity Us allows us to account for
the general trends in the geostrophic forcing and to analyze the data in a non-dimensional
framework.

Similarly, we point out the importance of using turbulence intensities U;/U37 rather
than original values of U; when investigating the role of turbulent mixing in LLJ devel-
opment. There are no big differences in the nighttime to daytime ratios of these two
quantities (Figs. 6d, 7d), but opposite trends are observed in the correlation of (UrLy/ Us) max
with daytime values: while we observe the expected trend of stronger daytime turbu-
lence intensities (U /U37)day promoting stronger LLIJs, higher absolute values of Uy day
correlate with weaker LLJs. One explanation is that the decline in turbulent mixing dur-
ing the early evening transition, which drives the inertial oscillation, is primarily due to
the shut down of thermally-driven turbulence when the CBL collapses. High values of
Ut day can be observed during days with high wind speeds during which thermally-driven
turbulent mixing is of secondary importance. Thus, the magnitude of U gay does not cor-
relate well with the level of thermally-driven turbulence and is inadequate as parameter
for LLJ development. On the other hand, turbulence intensities describe the strength of
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turbulent mixing relative to the mean flow and are better indicators of thermally-driven tur-
bulence.

3.2 Analysis of Selected Episodes

The interdependence between boundary-layer characteristics/structures and LLJs are further
examined in detail for two contrasting episodes during July 7-9 and during July 17-19
(Fig. 8). The maximum LLJ wind speeds exceeded 21 m s~! during the July 7-9 episode,
while they stayed around 15 m s~ 'during the July 17-19 episode (Table 2; Fig. 4), i.e., in
terms of absolute wind speeds, a weaker LLJ developed during the second episode. However,
the strongest increase relative to the daytime wind speeds was observed during the night of
July 18-19. On July 18, daytime stability Rig,y was —0.37, while the CBL during the first
episode was less unstable (Rigay ~ —0.1). Of all the days analyzed, daytime turbulence
intensity, (Ui/U37)qay, Was highest on July 18, which further indicates that the contribution
of thermally-driven turbulent mixing in the CBL was stronger during the second than the
first episode. Synoptic flow patterns played an important role in modulating the wind speeds
for the two episodes. During July 7-9, the pressure gradient over most of the Great Plains
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Fig. 8 a, b Time-height diagram of horizontal wind speed observed by the boundary-layer wind profiler
overlaid with the time series of turbulent velocity scale U; and frictional velocity uy and ¢, d time series of
mean inversion strength (A7 between 1.5 and 9 m) and Ri at the six mesonet sites during the periods of
(left) July 7-9 (DOY 188-190) and (right) July 17-19, 2003 (DOY 198-200). Periods of sunset to sunrise are
shaded in the bottom panel

was north-west to south-east. Such a synoptic-scale weather pattern predominates during the
warm season (Song et al. 2005). The horizontal pressure gradient and the blocking effect of
the Rockies (see terrain height in Fig. 1c) forced airflow from southerly latitudes into the
south-central United States, thus contributing to strong southerly or south-westerly winds
during the nighttime (Figs. 2b, 8a). During July 17-19, the pressure gradient was weak in
Oklahoma, resulting in weaker prevailing southerly to south-westerly winds (Figs. 2b, 8b).
Weaker/stronger winds are associated with weaker/stronger turbulence near the surface
during the nighttime (Fig. 8a, b). During the July 17-19 episode, turbulence subsided quickly
during the early evening transitions as indicated by a sharp decrease of the turbulent velocity
scale U; and friction velocity u,. As discussed above, the nighttime turbulence intensities
decreased to approximately 30 % of the daytime values on July 18. In contrast, the turbulent
velocity scale U; remained relatively high throughout the nights of July 7-9 and on July 7 the
nighttime turbulence intensity was still approximately equal to 90 % of the corresponding
daytime value (Table 2). The sharper decrease in turbulence intensity during the second
episode was associated with higher values of (UpLj/Us)max than during the first episode.
Differences in the nighttime turbulence intensities also were associated with clear differences
in nighttime stability: higher wind speeds and higher turbulence intensities at night were
associated with stronger coupling in the layer below the LLJ nose as indicated by the smaller
values of the shear parameter (Uso/U37) . (Table 2; Fig. 5b) and lower Riyigne values
(Fig. 8c) during the first episode, while nighttime wind shear (Fig. 5b) and stability quickly
increased (Fig. 8d) due to surface radiative cooling in the absence of strong turbulence during
the second episode. Differences can also be noted in the heights of the LLJ nose: during the
second episodes the LLJ was lower than during the first episode. Our finding of nighttime
turbulence increasing with large-scale pressure gradient forcing is consistent with Van de Wiel
et al. (2012b), who found that nighttime near-surface turbulence increased rapidly when the

geostrophic wind speed exceeded 5 m s~ .
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Fig. 9 Time-height diagram of a, b horizontal wind speed U(z) and ¢, d eddy conductivity Kj during the
periods of (left) July 7-9 (DOY 188-190) and (right) July 17-19, 2003 (DOY 198-200) simulated with the
WRF model using the default YSU PBL scheme (i.e., a = 5)

3.3 Simulations with the WRF Model for the Selected Episodes

To further investigate the linkages of LLJ development and NBL structure, sensitivity studies
were conducted with the WRF model in which the stability dependence of the eddy diffusiv-
ities for heat and momentum was systematically varied. The control simulations with default
WRF model parameters successfully capture the differences in LLJ strength between the two
episodes (Fig. 9a, b). On each day, turbulent vertical mixing (as characterized by the eddy
conductivity Kj) in the boundary layer shows a prominent diurnal variation (Fig. 9c, d).
Vertical mixing clearly weakens drastically after sunset. However, while it becomes nearly
negligible in the residual layer, some mixing persists in the stable boundary layer throughout
the night (Fig. 9c, d).

The results from the WRF model sensitivity tests with different values for the coeffi-
cient a in the stability functions ¢,, (Eq. 5) used in the YSU PBL scheme illustrate the
feedback of boundary-layer characteristics on LLJ development. In all simulations, the LLJ
nose occurs near the top of the stable boundary layer (i.e., near the transition to the residual
layer), where vertical mixing sharply declines (Fig. 10a, b) and the flow becomes effec-
tively inviscid. Weak vertical mixing confined in a shallower stable boundary layer leads
to lower LLJs (Fig. 10a—d). This is consistent with the observational study of Pichugina
and Banta (2010), which reports that for a LLJ with a distinct nose, the height of the LLJ
nose is approximately the height of the first significant minimum in the turbulence profile
(or top of the stable boundary layer). Sharp contrasts in simulated nighttime stability dur-
ing the two episodes also exist, which further documents how vertical mixing modulates
boundary-layer stability (Fig. 11e, f). During episode 1, when the geostrophic forcing, LLJs,
and vertical mixing at night were all strong, a nearly neutral boundary layer develops for
all test scenarios (Fig. 10e) but the depth of this layer decreases as the mixing weakens.
During episode 2, the control run (and also the runs with weaker mixing than in the con-
trol run) predicts a strong surface-based inversion, which weakens in the simulations with
stronger mixing (Fig. 10f). The coincidence of the heights of LLJ nose and top of the stable
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Fig. 10 Vertical profiles of a, b eddy conductivity Ky, ¢, d wind speed U (z), and e, f potential temperature
6 over Oklahoma City at 0500 LT on (left) July 8 and (right) July 18, 2003 simulated with the WRF model
using the YSU PBL scheme with the coefficient a of Eq. 5 varying from 0.1 to 10. The locations of the jet
noses are marked with dots

boundary layer may be explained by Blackadar’s inertial oscillation theory: the oscillation
amplitude is expected to grow as the ground is approached from the top of the residual
layer until the frictional force inevitably becomes important near the surface in the sta-
ble boundary layer (Shapiro and Fedorovich 2010), i.e., the oscillation amplitude at night
peaks at the top of the stable boundary layer (Blackadar 1957). The collocation of the LLJ
nose and transition from the stable boundary layer to the residual layer also illustrates the
importance of nearly zero mixing in the residual layer for the inertial oscillation. These
results may also explain why lower LLJs (approximately 100m a.g.1.) are observed in shal-
lower, stably-stratified ocean boundary layers (e.g., Smedman et al. 1995; Mahrt et al. 2014)
than in the Southern Great Plains, where the LLJ mostly peaks above 200 m (Song et al.
2005).

Decreasing a in the YSU PBL scheme produces stronger vertical mixing that persists
over a deeper layer, leading to higher and weaker LLJs (Fig. 10). Thus, the sensitivity
study illustrates how vertical mixing tends to hamper the inertial oscillation and reduce
LLJ strength. These results are consistent with the sensitivity tests using analytical models
of nocturnal LLJs reported in Shapiro and Fedorovich (2010). In nearly all the quantitative
studies of the inertial oscillation using analytical models, turbulent diffusivities or turbu-
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Fig. 11 Time series of a, d maximum wind speed Up1j, b, e relative LLJ strength U1 j/Us and ¢, f peak
value of the eddy conductivity Ky in the boundary layer during the periods of a—c July 7-9 (DOY 188-190)
and d—f July 17-19, 2003 (DOY 198-200). Results from WRF model sensitivity tests with the default YSU
PBL scheme and three different values of the coefficient a in Eq. 5 are compared against the observations
(obs)

lent friction terms were prescribed as external forcings, thus neglecting feedback between
the shear and turbulent mixing (Shapiro and Fedorovich 2009, 2010; Van de Wiel et al.
2010; Schroter et al. 2013). This feedback, as shown above, can affect the eventual LLJ
strength.

As discussed above, a sharp decrease of vertical mixing in the NBL (including both the
stable boundary layer and the residual layer) during the early evening transition can be noted
during both episodes (Figs. 9c, d, 11c, f). The simulation results provide additional evidence
to the observations that the stronger dynamic forcing during episode 1 caused higher values
of Uryy (Fig. 11a) but weaker relative LLJ strength Uyp 5/ Us (Fig. 11b) than during episode 2
(Fig. 11d, e). Time series (Fig. 11c, f) of the peak values Ky, in the vertical eddy-conductivity
profiles show that the reduction in Ky, during the early evening transition was larger during
episode 2 (Fig. 11f) than during episode 1 (Fig. 1 1¢). The fact that Uy 1 j/ Us values were higher
during episode 2 than during episode 1 confirms that a stronger reduction in vertical turbulent
mixing leads to a stronger increase in wind speed after sunset. The results shown in Fig. 12
further illustrate that relative LLJ strength (Upp;/ Us)mgl1t (maximum value for each night)
correlates well with the reduction of eddy conductivity (expressed as the ratio Kmin/Kmax
whereby Kmin corresponds to the minimum value of Kpp observed at night and Ky to the
maximum of Ky, before sunset). The results from both episodes and three different sensitivity

@ Springer



402 P. M. Klein et al.
4 24
Qel Qel
Qe2 o N de2
3.5 o 22 o
o
<o
3r 201
2 ¢ .
> =
= :
S 25 o ~ 18" 1
N 3 o
3 2
2 o
=~ 00 16/ ©
o % o
o0 o o
1.50 1 14{
M o
17 3 ) - 12- 3 2 1
10 10 10 10 10 10 10 10
Kmin/Kmax Kmin/ Kmax

Fig. 12 Variation of a relative LLJ strength (ULL3/ Us)night and b maximum wind speed (ULLJ)night With
the ratio of nighttime to daytime eddy conductivity Kmin/Kmax. The data plotted are based on the WRF model
results shown in Fig. 11

tests all show a clear trend of increasing values in relative LLJ strength (UrLy/ Us)yign; as
the decrease in turbulent mixing during the early evening transition becomes stronger, i.e.,
Kmin/Kmax decreases (Fig. 12a). No clear trends are observed when the actual LLJ speed
(ULLDnight is plotted against Kmin/Kmax (Fig. 12b).

In summary, the sensitivity tests conducted with the WRF model have shown that, (1) the
numerical simulations are in qualitatively good agreement with observations, (2) the sharp
decrease in turbulent mixing during the early evening transition triggers an inertial oscillation,
which contributes to LLJ formation, and (3) the scaling of LLJ strength by a scaling velocity
Us is critical for investigating the factors leading to LLJ formation. The mixed-layer wind
speed, used in our study as scaling velocity Us, overall works well but large differences can be
noted between the observations and numerical model results for Uy yj/Us on the second day
of episode 2 (Fig. 11e). The WRF model predicts much higher values for Uy 1 j/ Us than what
was observed. These differences can be explained by the underprediction of the afternoon
mixed-layer wind speed in the WRF model simulations (Fig. 11d). As a result, the value
of the scaling velocity Us from the WRF model was lower than for the observations and
consequently Uy 15/ Us was overpredicted even though the observed and simulated nighttime
values of Uy agreed well.

4 Discussion and Conclusions

The linkages between LLJ development and properties of the daytime CBL and nighttime sta-
ble boundary layer have been investigated by using measurements collected in the Oklahoma
City metropolitan area during the Joint Urban 2003 field experiment, along with WRF model
simulations. Prominent LLJs occurred on most nights during the JU2003 experiment. Accord-
ing to the inertial oscillation theory (Blackadar 1957), nocturnal LLJs develop in response
to the collapse of turbulence in the CBL during the early evening transition. Thus, nights
with strong temperature inversions and weak turbulence in a shallow, stable boundary layer
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near the surface are often viewed as prone to the formation of strong LLIJs. Interestingly, the
JU2003 datasets show that stronger LLJs in central Oklahoma in the summertime were always
associated with stronger turbulence and weaker inversions at night, which could be viewed
as contradicting the Blackadar (1957) theory. It is important, though, to find a framework for
the data analysis, which allows accounting for the influence of the geostrophic forcing. We
have shown that, in the absence of reliable geostrophic winds, the mixed-layer wind speed
in the daytime CBL serves as an appropriate LLJ scaling velocity Us. Relative LLJ strength
(ULLy/ Us) ax correlates well with daytime Richardson numbers Rig,y and turbulence inten-
sities (Ut/ U37) day» While the corresponding nighttime values of these two parameters primar-
ily influence the shear below the LLJ nose but do not correlate well with relative LLJ strength.

During nights with stronger LLIJs, the wind speeds in the daytime CBL were typically
also higher, which indicates that during these days the geostrophic forcing was stronger.
As the geostrophic forcing becomes stronger, the rate of mechanically generated turbulence
increases both during day and night. It appears that if the wind speed during the early evening
transition exceeds a critical value, vertical mixing persists throughout the night and a strong
inversion will not develop close to the surface. The development of nocturnal LLIJs in the
absence of strong surface temperature inversions was also reported in some other regions
(e.g., coastal area in high latitudes, Smedman et al. 1995; Helmis et al. 2013). However,
even during nights with strong geostrophic forcing, a sharp decrease in vertical mixing is
still observed during the early evening transition, which is sufficient to trigger an inertial
oscillation. Three-dimensional modelling results further confirm that the sudden weakening
of vertical mixing in the NBL (including both the stable boundary layer and the residual layer)
during the early evening transition contributes to LLJ formation. The level of mixing at night
primarily modulates the thermodynamic structure of the NBL, the height of the LLJ nose
and the shear below the jet nose. Stronger/weaker LLIJs are associated with stronger/weaker
turbulence near the surface, which leads to smaller/greater vertical gradients of temperature
and wind speed. These results agree with previous studies (e.g., Lundquist and Mirocha 2008;
Hu et al. 2013b, d), which also reported that strong LLJs coincide with strong turbulence near
the surface, which modulates the NBL structure.

The NBL characteristics in the presence of LLJs have important implications for vertical
dispersion and for the horizontal transport of heat, moisture and pollutants. Under the tra-
ditional view of the NBL, the mixing between the surface stable layer and the layer above
is limited due to strong stratification. Thus, moisture and pollutants accumulated above the
surface layer can be efficiently transported horizontally overnight, especially in the presence
of LLJs (Delgado et al. 2014). The present study confirms previous studies (e.g., Banta et al.
2007) that turbulence in a deep NBL can be significant in the presence of strong LLJs. As a
result, the vertical distribution of meteorological and chemical variables may be significantly
modulated. In the case of ozone, during quiescent nights surface ozone normally decreases
through the evening due to dry deposition and chemical reactions. In the presence of strong
LLJs, however, strong turbulence plays an important role in transporting ozone-richer residual
layer air to the surface leading to nocturnal surface ozone peaks (Hu et al. 2013a; Klein et al.
2014). The impact of LLJs on vertical redistribution and horizontal transport of atmospheric
and chemical scalars in the NBL should be further investigated.

The improved understanding of the NBL also has important implications for future model
improvement. Model biases for near-surface wind speed, temperature, and pollutants (e.g.,
ozone) during nighttime are often reported. Systematic over-estimations of near-surface
winds during stable conditions have been noted in studies with several meteorological models
(e.g., Zhang and Zheng 2004; Miao et al. 2008; Han et al. 2008; Shimada and Ohsawa 2011,
Vautard et al. 2012; Garcia-Menendez et al. 2013; Zhang et al. 2013; Wang and Jin 2014).
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Such model biases are partially due to inaccurate coupling in the NBL using specific PBL
parametrization schemes (Banta et al. 2007; Hu et al. 2013a; Holtslag et al. 2013; Sandu
et al. 2013). Several PBL schemes give too strong coupling at night, thus systematically
overestimating nighttime near-surface temperature and wind speed (Zhang et al. 2013; Hu
et al. 2013a; Ngan et al. 2013). Given the vital importance of PBL schemes for accurate
simulations of wind, turbulence, and air quality in the lower atmosphere, evaluation of model
simulations with different PBL schemes in terms of their nocturnal coupling, along with
the collection of more suitable observations (e.g., vertical profiles of meteorological and
chemical variables from Doppler, Raman, and differential absorption lidars), is warranted
for providing guidance to future model improvement.
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