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ABSTRACT

The UK Met Office Unified Model (UM) is employed by many weather forecasting agencies around the globe. This
model is designed to run across spatial and time scales and known to produce skillful predictions for large-scale weather
systems. However, the model has only recently begun running operationally at horizontal grid spacings of ∼1.5 km [e.g.,
at the UK Met Office and the Korea Meteorological Administration (KMA)]. As its microphysics scheme was originally
designed and tuned for large-scale precipitation systems, we investigate the performance of UM microphysics to determine
potential inherent biases or weaknesses. Two rainfall cases from the KMA forecasting system are considered in this study: a
Changma (quasi-stationary) front, and Typhoon Sanba (2012). The UM output is compared to polarimetric radar observations
in terms of simulated polarimetric radar variables. Results show that the UM generally underpredicts median reflectivity in
stratiform rain, producing high reflectivity cores and precipitation gaps between them. This is partially due to the diagnostic
rain intercept parameter formulation used in the one-moment microphysics scheme. Model drop size is generally both under-
and overpredicted compared to observations. UM frozen hydrometeors favor generic ice (crystals and snow) rather than
graupel, which is reasonable for Changma and typhoon cases. The model performed best with the typhoon case in terms of
simulated precipitation coverage.
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1. Introduction

As computing power consistently increases, operational
centers run numerical weather prediction (NWP) models with
convective-scale (� 4 km; Weisman et al., 1997) grid spacing
(e.g., Tang et al., 2013; Goldenberg et al., 2015; Kim, 2015;
Park et al., 2015a; Ballard et al., 2016). Model microphysical
processes become significant at this resolution and drive the
evolution of the precipitating system. In order to gain under-
standing of microphysics complexity, behavior, and potential
biases, recent research has focused on microphysics scheme
performance (e.g., Cintineo et al., 2014; McMillen and Steen-
burgh, 2015; Morrison et al., 2015; Johnson et al., 2016) and
sensitivity (e.g., Morrison and Milbrandt, 2011; Morrison et
al., 2012; Van Weverberg et al., 2012). Specifically, polari-
metric radar data is a powerful tool for comparing model
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output with observations (e.g., Jung et al., 2012; Dawson et
al., 2013; Brown et al., 2016; Putnam et al., 2017) because
radar polarimetry can provide observational microphysics in-
formation (i.e., differential reflectivity ZDR is related to hy-
drometeor shape).

Microphysics schemes in NWP models typically repre-
sent particle size distributions (PSDs) using a gamma distri-
bution:

N(D) = N0Dμ exp(−ΛD) , (1)

where N0, μ and Λ are the intercept, shape and slope param-
eters, respectively, and D is the particle diameter. For one-
moment (1M) schemes in which one PSD moment (typically
mixing ratio) is predicted, Λ typically varies freely while N0
is usually fixed (e.g., Lin et al., 1983; Rutledge and Hobbs,
1983; Tao and Simpson, 1993; Hong and Lim, 2006) or di-
agnosed (i.e., as a function of temperature or mixing ratio
[see Hong and Lim (2006), Thompson et al. (2008), and
the Thompson graupel intercept parameter in Morrison et al.

© The Author(s) 2018. This article is published with open access at link.springer.com.



772 MICROPHYSICS EVALUATION VOLUME 35

(2015)]. Diagnosing N0 in 1M schemes allows N0 to vary,
but not independently of its tied parameter (i.e., mass). Di-
agnostic N0 has shown improvement over fixed N0 (Zhang et
al., 2008; Wainwright et al., 2014; Pan et al., 2016), while
improvement was not as clear in other studies (Straka et
al., 2005; Milbrandt and Yau, 2006; Van Weverberg et al.,
2011). As previous studies have focused mainly on convec-
tive events, additional studies regarding the tuning of N0 to
large-scale events would be helpful for regional forecasts.

Two-moment (2M) schemes add an additional predicted
variable (typically number concentration) that allows N0 to
vary independently of mass (e.g., Milbrandt and Yau, 2005;
Morrison et al., 2009; Mansell et al., 2010). Several studies
have compared 1M microphysics scheme performance with
multi-moment (2M or higher) schemes. While 1M schemes
are theoretically computationally faster than multi-moment
schemes with additional predicted moments, one of the
largest deterrents of employing 1M schemes are their inabil-
ity to replicate size sorting (e.g., Dawson et al., 2010, 2014;
Jung et al., 2010; Johnson et al., 2016), a fundamental micro-
physical process where larger hydrometeors fall faster than
smaller ones. This mechanism is presumably more impor-
tant in deep convective storms within directional wind shear
environments, where a strong updraft allows larger hydrome-
teor growth (and subsequently, size difference) and transport
sedimentation spatially distributes them.

It is desirable that microphysics schemes retain consis-
tent performance over various precipitation modes. How-
ever, some microphysics schemes have been developed and
tested for (and therefore, potentially biased toward) large-
scale (e.g., Wilson and Ballard, 1999; Hong and Lim, 2006;
Thompson et al., 2008) or storm-scale precipitation sys-
tems (e.g., Milbrandt and Yau, 2005; Morrison et al., 2009;
Mansell et al., 2010). As horizontal grid resolution decreases,
the microphysical processes and parameterizations in the
scheme do not necessarily change. Ideally, microphysics per-
formance remains unchanged with varying grid scale. In re-
ality, microphysics schemes have the potential to grow model
error when they run outside scales for which they are tuned.
For example, microphysics schemes tuned for large-scale
precipitation systems might favor small rain drops through
aggressive breakup and could poorly simulate large raindrops
often seen in supercell storms. While some studies have ex-
amined model performance sensitivity to horizontal grid res-
olution (e.g., Bryan and Morrison, 2012; Potvin and Flora,
2015; Verrelle et al., 2015), more rigorous study across sev-
eral microphysics schemes is needed to provide guidance
for microphysics scheme improvement by modelers and help
users choose the best microphysics/resolution combination
for their modeling purposes.

While some of the studies previously mentioned have
shown the superior performance of multi-moment micro-
physics schemes over 1M schemes, 1M schemes are still
popular for operational models primarily because of their
low computational cost. Further, some studies provide opti-
mism that 1M scheme performance could be improved. The
Thompson microphysics scheme, whose snow processes use

1M parameterization (i.e., snow mixing ratio is predicted)
with a combination of two PSDs, predicts accumulated snow-
fall closer to observed totals than other 1M schemes and per-
forms similarly to the Morrison 2M scheme in Liu et al.
(2011). Further, Bryan and Morrison (2012) demonstrated
that increasing grid resolution noticeably increased 1M per-
formance in terms of surface precipitation and storm evolu-
tion for a simulated squall line, although the 2M scheme still
outperformed the 1M scheme.

This current study examines the performance of the Uni-
fied Model (UM) microphysics scheme using two distinct
cases: a Changma front, and Typhoon Sanba (2012) over
the Korean peninsula. Polarimetric variables are computed
from UM output using the radar simulator based on Jung et al.
(2008, 2010) and compared to observations from the Biseul-
san radar, which is an S-band polarimetric radar. It is one
of six radars operated by the Ministry of Land, Infrastructure
and Transport to improve flood forecasts. More details on the
radar can be found in Park et al. (2015b). This study aims
to identify any biases and weaknesses present so that mod-
elers can improve the scheme and help researchers and fore-
casters to interpret forecasts given microphysical biases. The
paper is organized as follows: section 2 details the UM con-
figuration and the polarimetric radar data simulator; section 3
compares the structure of polarimetric observations with UM
simulated polarimetric variables; section 4 analyzes the po-
larimetric distributions; section 5 expands the comparisons
to frozen hydrometeors; and section 6 provides conclusions.

2. Overview of UM microphysics and the po-

larimetric radar data simulator

2.1. UM microphysics
The UM microphysics scheme is rooted in Wilson and

Ballard (1999) [itself derived from Rutledge and Hobbs
(1983)], although modifications continue to update and im-
prove the scheme (e.g., Wilkinson et al., 2013). The UM
microphysics scheme is unique in that it contains many pa-
rameterization choices. Here, we list relevant parameteriza-
tions in Korea Meteorological Administration (KMA) model
simulations. At the most basic level, UM microphysics con-
tains three hydrometeor categories: cloud water, rain, and ice.
The default UM microphysics scheme is unique in that cloud
ice and snow are contained in the ice category, although an
option exists to separate these into individual categories. In
our simulations, the ice category is represented by a single
generic ice distribution (Field et al., 2005, 2007). Further, the
UM microphysics configuration employed in this study con-
tains an additional graupel category, an essential hydrometeor
category for deep convection. Briefly, the UM is centered at
37.57◦N, 126.97◦E over the Korean peninsula on 744× 928
grid points with a predominant horizontal grid spacing Δx
of 1.5 km, and includes 21 grid points of varying grid zones
with Δx increasing to 4 km at the lateral boundaries. The
model contains 70 terrain-following vertical levels up to 39
km. The model is integrated using a semi-implicit, semi-



JULY 2018 JOHNSON ET AL. 773

Lagrangian method, with time step Δt = 50 s and model out-
put every hour. Forecasts are initialized at 0000 UTC using
three-dimensional variational data assimilation every 6 h and
integrated up to 36 h. More details can be found in Table 1.

In our configuration, the PSDs are exponential for rain,
gamma for graupel, and a linear combination of exponential
and gamma distributions for ice (Table 2). As the hydrome-
teor categories use 1M parameterization, N0 must be param-
eterized in the PSDs. Rain and graupel N0 is a power-law
function of the slope parameter Λ:

N0 = naxΛ
nbx , (2)

where nax and nbx are constants for hydrometeor x. The rain
N0 relationship is from Abel and Boutle (2012). Ice N0 is
a function of the second and third moments of the ice dis-
tribution M2 and M3 (Field et al., 2007). Rain and graupel
densities are set to 1000 and 500 kg m−3, respectively. Ice
assumes a power-law mass relationship that does not assume
a spherical shape, resulting in varying bulk density.

Table 1. UM configuration.

UM configuration Description

Grid Horizontal Arakawa C-grid
Vertical Charney–Phillips grid staggering

Map projection Rotated latitude and longitude
coordinate system

Time integration Semi-implicit, semi-Lagrangian
Model version Vn 8.2
Domain Horizontal Varying grid spacing: 4 km →

1.5 km; 744×928 grid points
Vertical 70 levels (up to 39 km); terrain-

following η system
Δt 50 s (short-time step: 30 s)
Radiation Spectral band radiation (general

2-stream and radiance)
Surface physics JULES land-surface scheme
PBL scheme Non-local scheme with revised

diagnosis of K profile depth
Cumulus parameter-

ization
None

Microphysics Single-moment UM microphysics
with graupel

Table 2. Summary of the hydrometeor PSDs in the UM micro-
physics examined in this study.

Hydrometeor Distribution N(D) nax nbx μ

Rain N0Dμ exp(−ΛD) 0.22 2.2 0.0
Graupel N0Dμ exp(−ΛD) 5×1025 −4.0 2.5

Distribution N(D)

Ice
M4

2

M3
3

[
141exp

(
−16.8

M2

M3
D
)

+102
(

M2

M3
D
)2.07

exp
(
−4.82

M2

M3
D
)⎤⎥⎥⎥⎥⎥⎦

Note: M2 and M3 are the second and third moments of the ice distribution,
respectively. D is the particle diameter.

2.2. Polarimetric radar simulator
The polarimetric radar simulator employed in this study

to compute polarimetric variables is well-documented in the
literature (Jung et al., 2008, 2010; Dawson et al., 2014).
Briefly, the simulator constructs PSDs from model output
consistent with UM microphysical assumptions. However,
we acknowledge that the generic ice category is treated as
snow (and will be referred to as snow for the remainder of
the paper) with a constant density of 100 kg m−3 for scat-
tering purposes. This should not be a large source of error,
as high-density ice crystals are quite small in the PSD used
in the scheme, and thus contribute little to polarimetric cal-
culations. The water fraction is diagnosed using a linear re-
lationship as a function of temperature. As temperature in-
creases from −2.5◦C to 2.5◦C for snow and from −5◦C to
0◦C for graupel, the water fraction increases from 0 to 0.8
for snow and from 0 to 0.4 for graupel. These temperature
and water fraction ranges are chosen to tune the simulated
melting layer to match observations in terms of depth and
intensity. Finally, scattering amplitudes are retrieved from
precomputed T -matrix tables that vary with particle diameter
and water fraction. Polarimetric variables reflectivity at hor-
izontal polarization (ZH), differential reflectivity (ZDR), spe-
cific differential phase (KDP), and the correlation coefficient
(ρHV), are computed from these scattering amplitudes (Zhang
et al., 2001; Jung et al., 2010). For more details on the polari-
metric simulator, please refer to the above mentioned publi-
cations.

3. Polarimetric structure for the model and

observations

In this section, the polarimetric simulator is applied to
two distinct weather cases—a Changma front, and Typhoon
Sanba (2012)—and compared to observed polarimetric vari-
ables measured by the Biseul-san radar. For forecast verifi-
cation, it is typical to compare observations and model fore-
casts valid at the same time. However, position error that
grows fast during the forward model integration makes it dif-
ficult to compare precipitation systems in the same domain,
especially when the verification data have limited coverage
(i.e., the Biseul-san radar utilized in this study only covers
150 km). As radar beam height increases with increasing dis-
tance, precipitation systems that are being compared should
be at a similar distance from the radar. In addition, polarimet-
ric measurements exhibit large dynamic ranges depending
on widely varying PSDs within the precipitation system. It
would be more practical to compare the variables in the radar
echoes that show similar characteristics in both observations
and model simulations. Therefore, we compare precipitation
systems showing similar qualitative reflectivity structure (i.e.,
rainbands) and distance from the radar in the observed and
model reflectivity to allow for temporal errors.

Because the prevailing geography of Korea is mountain-
ous, many radars are placed on the tops of mountains and
the lowest elevation angles are below 0◦ (e.g., −0.5◦). The
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Biseul-san radar used in this study is located on the top of
Biseul Mountain (1085 m above mean sea level). We ana-
lyze model and observational plots of polarimetric and mi-
crophysical variables at the 0.5◦ elevation angle to ensure the
primary precipitating hydrometeor is rain, eliminating sub-
stantial ground clutter contamination or beam blockage. The
beam height of this elevation angle (taking into account radar
altitude and Earth’s curvature) within the radar coverage is
below 4000 m.

3.1. Changma front (10 July 2012)
At 0000 UTC 10 July 2012, an east–west Changma front

attached to a low-pressure system was positioned west of the
Korean peninsula (not shown). While the low gradually de-
tached from the Changma front and moved northeast, the
Changma front settled just over the southern part of the Ko-
rean peninsula near the coastline at 0000 UTC 11 July 2012
(Fig. 1a). The green line shows the 20◦C isodrosotherm,
and the Changma front is often located south of this line.
Figure 1b depicts the accumulated rainfall from AWS rain
gauges on the peninsula over 12 h, interpolated linearly over
the domain. Accumulated rainfall exceeds 100 mm sparingly

in the middle of the Korean southern coast, which is where
the Changma front is positioned. Further north, accumulated
rainfall continually decreases and even falls below 5 mm, no-
tably in the central and eastern parts of South Korea. These
regions possibly received little rainfall because the stationary
front stayed to the south and the low-pressure system moved
to the northeast.

Figure 2 shows the radar observations of the Changma
front at 2130 UTC 10 July 2012, and model output for the
simulated Changma front, analyzed at the 3-h forecast valid
at 2100 UTC. ZDR and KDP contain 0.3 dB and 0.02◦ km−1

thresholds, respectively, to suppress noise. Overall, ZH shows
widespread precipitation up to 55 dBZ, with rather smooth
gradients (Fig. 2a). ZDR (Fig. 2c) is generally below 2 dB, in-
dicating the main precipitating hydrometeors are likely small
to medium-sized. KDP (Fig. 2e) is noisy over the radar cov-
erage domain, except for high reflectivity cores in the south.
Small areas of KDP exceed 1◦ km−1 in the main precipitation
cores (ZH > 35 dBZ), indicating heavy precipitation. Ob-
served ρHV is very high (Fig. 2g) over the entirety of the
precipitation area, except for sparse reduced values in low
signal-to-noise ratio regions. The overall large ρHV values
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Fig. 1. The (a) surface chart at 0000 UTC 11 July 2012 and (b) rain accumula-
tion (units: mm) from AWS gauge data over 12 h ending at 2330 UTC 10 July
2012 for the Changma front case.
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Fig. 2. The (a, b) ZH (units: dBZ), (c, d) ZDR (units: dB), (e, f) KDP (units: ◦ km−1) and (g, h) ρHV at 2130
UTC 10 July 2012 in observations (left-hand panels) and the model (right-hand panels) for the Changma front
valid as a 3-h forecast at 2100 UTC 10 July 2012 at the 0.5◦ elevation angle.
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indicate the precipitating system at low levels is dominated
by the presence of pure rain.

The storm structure of the simulated Changma front (Fig.
2b) is more detached compared to observations. Isolated high
ZH cores with narrow stratiform rain are scattered within the
radar coverage. Model underprediction of precipitation cov-
erage is evident, as observed precipitation coverage (defined
as ZH � 5 dBZ) is 75% of the radar coverage area, compared
to the model’s 42% (Fig. 2b). From the microphysics per-
spective, the diagnostic intercept parameter is likely one of
the main reasons for the fragmented storm organization. As
rain mass decreases toward the storm edges, drop size de-
creases rapidly and inversely proportional to the mixing ra-
tio, and becomes increasingly prone to evaporation which
is proportional to the rain intercept parameter. Subsequent
timesteps with reduced rain mass result in an increased di-
agnosed rain N0, which further increases evaporation and
decreases drop size. Further, other studies using the UM
with grid spacing smaller than a few km have identified the
model’s struggle to adequately resolve convection, both in
size and intensity (e.g., Tang et al., 2013). There are other
studies that have tried to attribute overly intense cores and a
lack of precipitation coverage to the local non-conservation
associated with semi-Lagrangian advection and/or deficits
in the subgrid turbulence scheme (e.g., Hanley et al., 2015;
Nicol et al., 2015). While those studies revealed sensitivity,
the main issue of overly intense updrafts and too little light
rain remained.

The model also produces higher ZDR values (> 2 dB;
Fig. 2d) in the precipitation cores compared to observations.
Given the 1M nature of UM microphysics, D0r is monotoni-
cally related to rain mass. Thus, increasing reflectivity (in-
creasing rain rate) corresponds to increasing median drop
size, resulting in larger ZDR in the reflectivity cores. Out-
side of the cores, ZDR is frequently below 1 dB, which is
somewhat similar to observations. Similar to observed KDP,
significant KDP values (Fig. 2f) are found only in the precip-
itation cores with large drops. Although the spatial coverage
of simulated KDP is significantly underpredicted similar to
ZH and ZDR, the range of simulated KDP (0.25–3◦ km−1) is
very similar to that of observations. The model ρHV (Fig.
2h) is generally near 1 over the analyzed domain, indicating
the primary precipitating hydrometeor at low levels is rain,
matching observations. The sparse model ρHV reduction is
caused by interpolation error of model polarimetric variables
to the radar elevation angle.

3.2. Typhoon Sanba (17 September 2012)
Typhoon Sanba (2012) made landfall on the southern

coastline of the Korean peninsula. Surface charts at 0000
UTC 17 September 2012 reveal an intense low of 955 hPa
with maximum winds reaching 148 km h−1 as the typhoon’s
center was positioned just south of the Korean coastline (Fig.
3a). The UM forecast is able to simulate the large-scale struc-
ture of Typhoon Sanba (2012) reasonably well, capturing the
location of the heavy precipitation in the eyewall and rain-
bands (Fig. 3b). The highest 12-h accumulated rainfall over

the peninsula is concentrated over the south (Fig. 3c), where
the eyewall made landfall. The maximum substantially ex-
ceeds that in the Changma front case. A few stations reported
over 400 mm of rain accumulation, with one exceeding 500
mm. The typhoon weakened as it made landfall but heavy
rain continued to cause substantial damage while the typhoon
moved northeast.

The observations considered for this case are at 0100
UTC 17 September 2012. The eye of the typhoon is just
south of the coastline, with the typhoon’s rainbands in the
north covering much of the radar coverage area (Fig. 4a). ZH
reveals widespread moderate to heavy precipitation. Further
from the eyewall, precipitation becomes lighter at the edge
of the radar coverage. It appears drops are relatively larger
close to the typhoon’s eye, where high ZDR is found (Fig.
4c). Given the convective nature of the rainbands, drops have
more potential to grow before falling out of the updrafts. Sig-
nificant observed KDP is found in the inner part of the eye-
wall, with maximum KDP exceeding 2◦ km−1 (Fig. 4e). The
ρHV is generally near 1 over the entire radar coverage area,
which makes sense given the warm-rain processes that dom-
inate typhoons (Fig. 4g).

The isolated convective cores seem less problematic for
the UM simulated typhoon compared to the previous case,
suggesting that the performance of the microphysics scheme
may depend on the scale of the precipitation system (Fig.
4b). In fact, the microphysics scheme was originally devel-
oped for large-scale systems. The simulated high reflectivity
near the coastline is consistent with observations that show
the northern part of the eyewall/rainbands. Still, precipita-
tion coverage is underpredicted, as the model precipitation
encompasses 76% of the radar coverage area compared to the
observational 90%, possibly due to the N0 relationship and
semi-Lagrangian/subgrid turbulence dynamic reasons previ-
ously mentioned. While larger observed ZDR appears in the
inner side of the eyewall, where drops can grow large in
strong convection, large model ZDR coincides with high re-
flectivity throughout the domain (Fig. 4d). Enhanced model
KDP is also found further away from the eye, collocating with
high reflectivity and ZDR (larger drops; Fig. 4f) because of
their monotonic relationships with qr. The larger KDP found
near the edges of the radar domain is due to snow. The model
ρHV is generally near 1, and only a minor reduction is found
in sparse areas near the edges of the domain due to snow and
graupel, and interpolation error (Fig. 4h). Thus, the primary
model hydrometeor is pure rain, which matches observations
and the expected hydrometeor behavior of a typhoon given
its dominant warm-rain processes.

4. Polarimetric distributions

4.1. Changma front
In order to evaluate the ability of UM microphysics to

capture the natural variation of PSDs, observed, model, and
model rank histograms of polarimetric variables are con-
structed for the two test cases (Figs. 5 and 6). All of the his-
tograms use orange, green, blue, purple and violet shaded
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Fig. 3. The (a) surface chart at 0000 UTC 17 September 2012, (b) simulated reflectivity ZH
for the UM 6-h forecast valid at 0000 UTC 17 September 2012 and z =∼ 166 m, and (c) rain
accumulation (units: mm) from AWS gauge data over 12 h ending at 0300 UTC 17 September
2012 for Typhoon Sanba (2012).

areas to denote the 0.2 percentiles in the distribution. The
observation and model rank plots denote the observation 0.2
percentiles (to facilitate comparison between the model and
observations), while the model histograms denote the model
0.2 percentiles. The observations and UM contain different
resolutions and thus a different number of data points; there-
fore, a raw comparison is not valid. The model rank his-
tograms are constructed by sorting observed data, finding lo-
cations of percentiles spaced at 0.1, and then distributing the
model data into these observed percentiles. By analyzing how
the model data fills the observed percentiles, a direct compar-
ison between the model and observed distributions is possi-
ble, and model biases are readily apparent. The black solid
lines in the plots represent model uniform distributions (here-
after UDs), which would occur if the model data perfectly

matched the observed distribution. The 5-dBZ threshold in
all plots, and additional 0.3-dB and 0.25◦ km−1 thresholds,
are included in the histograms to filter noisy data. Addition-
ally, observations are removed when the ρHV is less than 0.9,
because precipitation is mostly pure rain at the 0.5◦ elevation
angle. It is important to mention that comparisons among
cases should be taken with caution because of the small cov-
erage of the radar used in this study. It only captures part of
the precipitation, and therefore the results may not be repre-
sentative of the entire storm system.

Observation and model reflectivity histograms are binned
at 1 dBZ (Figs. 5a and b). The model Changma front reflectiv-
ity distribution tends to contain a larger frequency of smaller
reflectivity values (< 15 dBZ) than observations, while miss-
ing the larger peak of observed reflectivity (∼ 30 dBZ). This
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Fig. 5. Observed (left-hand panels), model (middle panels), and model rank (right-hand panels) of (a–c) Z (units: dBZ), (d–f)
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shifts in the plots. The observation and model rank plots display observation percentiles, while the model plots show model
percentiles. The black lines in the model rank column denote a theoretical UD in which model data are distributed in the same
manner as observations.

is also reflected in the model rank histogram, as the 0.0–0.5
percentile bins exceed the model UD and dip below this line
between the 0.5–0.9 percentiles where the observation reflec-
tivity peak is centered (Fig. 5c). The model rank histogram
slightly rises above the UD line in the largest percentile bin,
but there is a clear underprediction of overall reflectivity.

Observational ZDR produces a smooth distribution at
0.05-dB bin intervals, albeit with several missing bins (Fig.
5d). This is due to observational ZDR rounding, where ob-
servations are stored at 0.06–0.07-dB intervals. As a result,
the missing bins repeat for bins ending at 0.25 dB intervals.
One notable difference between the two histograms is that
the model ZDR frequency continually decreases with increas-
ing ZDR (Fig. 5e), while observed ZDR peaks in the 0.2–0.4
percentile area. Similar to reflectivity, the model is produc-
ing more small ZDR values compared to observations. This is
reflected in the model rank ZDR histogram, where the 0.0–0.2
percentiles exceed the UD (Fig. 5f). The repeating low–high
step shape of the histogram is thought to be due to the ob-
servational ZDR rounding previously mentioned. The model
rank histogram also reveals a longer model ZDR tail, as the
0.9–1.0 percentile exceeds the UD. Much of the middle ZDR

percentiles (0.2–0.8) are below the UD line, lending to the
relatively higher number of low/high model ZDR frequency.
The observation and model KDP histograms are similar in that
small KDP dominates the frequency (Figs. 5g and h). For this
reason, the histograms are displayed logarithmically. Com-
pared to the model, observations contain a much longer KDP
tail. This is reflected in the model rank histogram, where the
0.6–1.0 percentiles are below the UD (Fig. 5i). On the other
hand, the 0.0–0.4 percentiles are at, or exceed, the UD. Com-
bined with the Z and ZDR histograms, large model drop size
is primarily responsible for high Z and ZDR percentiles, while
the rainfall amount may be underestimated.

4.2. Typhoon Sanba (2012)

For Typhoon Sanba (2012), both the observation and
model reflectivity distributions seem to be negatively skewed
Gaussian (Figs. 6a and b), and have narrower distributions
compared to the Changma case. However, the model Z con-
tains higher frequencies of smaller and larger reflectivity
compared to observations (Fig. 6c). A U-shaped model rank
histogram is prominent in this case, in which the smallest
and largest percentiles exceed the UD, while middle per-
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Fig. 6. As in Fig. 5 but for the typhoon case.

centiles stay under the line. Unlike reflectivity, the shapes of
the ZDR distributions are quite different. Observational ZDR
produces a smooth normal distribution with a peak at around
1 dB, which is larger than the above case. Conversely, the
model ZDR does not have a Gaussian distribution and peaks at
smaller values (Figs. 6d and e). A U-shaped model rank his-
togram suggests that the model overpredicts the frequency of
both the smallest and largest raindrops (Fig. 6f). The model
ZDR also clearly has a longer tail than observations. Similar
to the Changma case, the largest Z and ZDR values are rather
small (Z < 55 dBZ and ZDR < 3 dB) (Figs. 6b and e). In this
ZDR range, the size effect on KDP is not dominant, and thus
the model KDP shows a shorter tail compared to observations
(Figs. 6g and h). As a result, the model rank histogram shows
a rather flat distribution (Fig. 6i).

5. Hydrometeor properties

5.1. Simulated vertical hydrometeor profiles
In this section, we expand the scope of the analysis to in-

clude upper levels, the aim being to examine the sensitivity
of simulated frozen hydrometeors to precipitation systems.
Vertical profiles of horizontally averaged hydrometeor water
content (HWC) over grid points where HWC is greater than
0 g m−3 are plotted for each case in Fig. 7. UM’s generic ice

category, which contains both ice crystals and snow, is gen-
erally favored over graupel at each height for the Changma
front case (Fig. 7a). Graupel water content extends up to
about 12 km. The UM’s propensity for ice/snow over graupel
is reasonable, as Changma fronts are less convective than sys-
tems that favor rimed ice, such as supercells or squall lines.
The melting level seems to be near z =∼ 5 km, as ice water
content quickly decreases near this level and rain water con-
tent increases. The model graupel did not reach the surface,
suggesting complete melting before reaching the surface.

Ice/snow is similarly favored over graupel at each height
for Typhoon Sanba (2012) (Fig. 7b), but by far more than
the Changma case. The ice/snow peak is more than twice
that of the Changma front, exceeding 0.5 g m−3. Graupel is
found within a limited layer around the freezing level, where
it can grow through riming. However, heavy graupel falls out
quickly, while most ice produced above the freezing level
comprises small ice particles and aggregates in the typhoon
(Houze, 2010). The typhoon melting level also appears to be
near z =∼5 km, as frozen water content decreases and rain
water increases below this height.

5.2. Hydrometeor classifications

Hydrometeor classification algorithms (HCAs, Park et
al., 2009) are applied to the Changma front and Typhoon
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Sanba (2012) observations at the 1.6◦ elevation angle (Fig. 8),
which captures higher altitudes (i.e., more frozen hydromete-
ors) than the elevation angle used in sections 3 and 4. HCAs
can identify the dominant hydrometeor types in the radar res-
olution volume, and therefore can be used to evaluate UM’s
ability to properly simulate hydrometeor fields. The model
dominant hydrometeor type is defined as the hydrometeor
type that contributes most to linear reflectivity. This allows
for a direct comparison of hydrometeor fields between model

and observations. The hydrometeor types included in this
study are: ground clutter/anomalous propagation (GC/AP),
biological scatterers (BS), dry snow/ice crystals (DS/CR),
wet snow (WS), rain (RA), rain/rimed ice (RR), and rimed
ice (RI). Readers are referred to Putnam et al. (2017) for fur-
ther details on each method.

Observationally, lower levels of the Changma front are
typically composed of rain (Fig. 8a). A melting layer tran-
sition region is mostly composed of rain, wet snow, and dry
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snow to the east of the radar. To the south, the transition zone
is deeper and consists of two layers: an upper layer with rain,
dry snow, wet snow and rimed ice; and a lower layer with
rain and rain/rimed ice. Sparse melting is found to the west.
Finally, in the upper levels of the radar scan, crystals and dry
snow are prominent. Similar to observations, lower levels
in the UM are typically composed of rain (Fig. 8b). Model
transition regions are primarily composed of rain/rimed ice
and wet snow in all directions. Rimed ice is most promi-
nent to the east of the radar domain, but also present to the
north and south. In observations, it is typically contained to
both the west and south of the radar. This suggests that the
model tends to overpredict the presence of graupel compared
to observations. The upper levels of the simulated Changma
front in the radar domain are typically dry snow/ice crystals,
which matches observations well. Still, the presence of rimed
ice above the melting layer is greater than in the observations.

Typhoon Sanba (2012) is mostly rain at lower levels (Fig.
8c). This lower-level rain coverage is smaller than that in
the Changma front case because of the autumn season. Dis-
tinct melting occurs to the west of the radar site, with rain,
dry snow and wet snow populating these regions, along with
rimed ice. Elsewhere, hydrometeors are typically rain and
wet snow in the melting layer. Heights above the melting
layer are primarily composed of ice crystals and dry snow.
Simulated UM hydrometeors are typically rain at low levels
(Fig. 8d), in agreement with the observed predominant hy-
drometeor type. The melting transition region between frozen
and liquid hydrometeors is primarily composed of rimed ice
and wet snow in all directions, which is similar to the model
Changma case. Model levels above the transition region are
primarily composed of dry snow/ice crystals, in agreement
with observations. Similar to the Changma case, rimed ice
populates upper levels more frequently than observations.

6. Summary and discussion

This study examines UM microphysics for two convec-
tive cases at 1.5-km grid spacing over the Korean peninsula:
a Changma front, and Typhoon Sanba (2012). Simulated po-
larimetric radar variables are compared to observations from
the S-band Biseul-san radar. Clearly, the model struggles
with convection, as reflectivity ZH gaps are present in each
case. The consequences of inadequately resolving convection
are significant to the model’s forecast, as the model is under-
predicting precipitation coverage. The diagnostic relation be-
tween the rain intercept parameter and mixing ratio results in
a rapidly increasing (decreasing) drop size for an increasing
(decreasing) mixing ratio. This is partially responsible for the
large ZH gradients present in the cases compared to observa-
tions. The ability to correctly predict PSDs in microphysics
schemes is potentially important, as they have a significant
impact on the evolution of precipitating systems through their
feedback to thermodynamics and dynamics. Thus, it is im-
perative to understand microphysics biases and address them,
especially for convective-scale modeling where the micro-
physics error dominates the forecast errors. Quantitatively,

the model generally produces more small and large ZDR than
observations, which is consistent with the diagnostic relation-
ship discussed above. KDP is less affected by the diagnostic
relationship, as it is proportional to a lower order moment
than Z and ZDR. Thus, the model drop size bias should be
taken into account when interpreting simulated radar vari-
ables. The UM’s generic ice category, which contains both
crystals and snow, overshadowed graupel as the dominant hy-
drometeor, with neither particle type appreciably reaching the
surface. This is reasonable because neither storm system has
a strong updraft. Still, graupel might be incorrectly param-
eterized, as the model graupel is more prominent above the
melting level compared to observations.

Many UM microphysics shortcomings in this study stem
from the 1M nature of the scheme. Schemes with 1M cat-
egories have the potential to perform reasonably well for
large-scale storm systems (Liu et al., 2011). In that regard,
the UM microphysics raindrop size distribution is tuned with
aircraft observations collected from stratocumulus and trade-
wind cumulus (Abel and Boutle, 2012), which may not be
adequate for midlatitude deep convective systems where the
Korean peninsula is located. As a result, the model strug-
gles with typical mid-latitude weather systems such as the
Changma front in this study. An incorrect N0 parameteriza-
tion by many orders of magnitude can adversely affect the
rain PSD and its moments, which is directly linked to many
microphysical processes. Further, radar variables are sensi-
tive to drop size distributions. For example, radar reflectivity
is dependent on drop size to the sixth power, and differen-
tial reflectivity is related to the axis ratio of hydrometeors.
As radar observations are typically used to monitor severe
weather, large biases in simulated radar variables can mis-
guide forecasters as well as introduce large errors in assimi-
lation. A well-calibrated regional rain N0 relationship could
result in improved model microphysics and forecasts. For im-
proved flexibility and model performance, it is desirable that
a 2M version of the UM microphysics scheme be developed.
As an example, the 2M version would potentially be able to
simulate both heavy rain dominated by small drops with rel-
atively uniform size in warm-rain processes, and heavy rain
with many large raindrops in cold-rain processes. While ad-
justing the rain N0 configuration for different weather sys-
tems could mitigate this problem to some degree, evolving
the scheme to 2M would allow more freedom to simulate a
wider range of weather systems.
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