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ABSTRACT

When assessed using the difference between urban and rural air temperatures, the urban heat island (UHI)

is most prominent during the nighttime. Typically, nocturnal UHI intensity is maintained throughout the

night. The UHI intensity over Dallas–FortWorth (DFW), Texas, however, experienced frequent ‘‘collapses’’

(sudden decreases) around midnight during August 2011, while the region was experiencing an intense heat

wave. Observational and modeling studies were conducted to understand this unique phenomenon. Sea-

breeze passage was found to be ultimately responsible for the collapses of the nocturnal UHI. Sea-breeze

circulation developed along the coast of theGulf ofMexico during the daytime. During the nighttime, the sea-

breeze circulation was advected inland (as far as ;400 km) by the low-level jet-enhanced southerly flow,

maintaining the characteristics of sea-breeze fronts, including the enhanced wind shear and vertical mixing.

Ahead of the front, surface radiative cooling enhanced the near-surface temperature inversion in rural areas

through the night with calm winds. During the frontal passage (around midnight at DFW), the enhanced

vertical mixing at the leading edge of the fronts brought warmer air to the surface, leading to rural surface

warming events. In contrast, urban effects led to a nearly neutral urban boundary layer. The enhanced me-

chanical mixing associated with sea-breeze fronts, therefore, did not increase urban surface temperature. The

different responses to the sea-breeze frontal passages between rural (warming) and urban areas (no warming)

led to the collapse of the UHI. The inland penetration of sea-breeze fronts at such large distances from the

coast and their effects on UHI have not been documented in the literature.

1. Introduction

In numerous studies, temperatures over urban areas

have been found to be typically higher than over sur-

rounding rural areas. This phenomenon is commonly

known as the urban heat island (UHI; Oke 1976, 1981,

1982; Arnfield 2003). Because of rapid urbanization dur-

ing the past few decades around the world, UHI has been

the subject of increasingly more investigations. UHI in-

tensity is normally defined/quantified as the difference

between urban and rural near-surface temperatures, typ-

ically at 2m above ground. UHI intensity in such a tra-

ditionally defined quantity can be easily measured (e.g.,

Basara et al. 2008) and can be reproduced by model

simulations reasonably well (e.g., Hu et al. 2013c).

Through many observational and modeling studies, un-

derstanding of this urban effect is improved during the

past few decades. UHI shows a prominent diurnal cycle

with lower intensity (even negative at times) during day-

time and higher intensity at night primarily due to night-

time release of the heat stored in the building materials

during the day (Chen et al. 2014), thus UHI is primarily a

nocturnal phenomenon (Tumanov et al. 1999; Arnfield

2003; Souch and Grimmond 2006; Basara et al. 2008;

Lemonsu et al. 2009; Memon et al. 2009; Camilloni and

Barrucand 2012; Cui and de Foy 2012; Hu et al. 2013c;

Theeuwes et al. 2013; Dou et al. 2015). UHI intensity

normally increases around sunset quickly and then stays

at a roughly constant level throughout the night until early

next morning when the convective boundary layer de-

velops rapidly. Such UHI characteristics have been

documented for a number of major cities, such as Bu-

charest, Romania (Tumanov et al. 1999); Paris, France

(Lemonsu and Masson 2002); Phoenix, Arizona (Fast

et al. 2005); London, United Kingdom (Bohnenstengel

et al. 2011); Thessaloniki and Athens, Greece (Giannaros
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and Melas 2012; Giannaros et al. 2013); Beijing, China

(Yang et al. 2013); andOklahomaCity,Oklahoma (Basara

et al. 2008; Hu et al. 2013c). Certain detailed temporal

variations (e.g., at hourly time scales) of nighttime UHI

intensity, however, remain unexplained (Hu et al. 2013c).

A few meteorological factors (e.g., cloudiness and wind

speed) were found to affectUHI intensity (Fast et al. 2005;

Souch and Grimmond 2006; Lee et al. 2012; Smoliak et al.

2015). Investigation of UHI of Oklahoma City further

demonstrated that the structure of nocturnal boundary

layer plays an important role in modulating UHI intensity

(Hu et al. 2013c).

The cities of Dallas (328460N, 968480W) and Fort

Worth, Texas (328450N, 978190W), are located in north-

central Texas, in the upper margin of the coastal plain,

approximately 400 km northwest of the Gulf of Mexico

(Fig. 1). During the past few decades, due to rapid in-

dustrialization and urbanization, the two cities now form a

single ‘‘Metroplex.’’ The Dallas–Fort Worth (DFW) area

is now the fourth-largest metropolitan area in the United

States. Significant urbanization around the DFW area

resulted in prominent UHIs. UHI intensity, quantified as

the difference in temperature at 2m between urban and

rural areas, reached 5.48C in July 2011 (Winguth andKelp

2013). The widespread UHI around the DFW area plays

an important role in influencing regional climate

(Winguth and Kelp 2013). Further urbanization is antici-

pated around the DFW area. By 2050, the DFW area is

projected to be a ‘‘megacity’’ with;15million inhabitants

and the UHI in future scenarios is projected to be more

severe (Li and Bou-Zeid 2013; Winguth and Kelp 2013).

Thus,UHI is projected to playmore important roles in the

future in modulating boundary layer meteorology, air

quality, and climate of the DFW region.

A severe heat wave struck the region around DFW in

the summer of 2011. Frequency of similar heat waves is

likely to increase over most land areas in the twenty-first

century according to the Intergovernmental Panel on

Climate Change (IPCC 2007). Of all documented weather

hazards, heat waves cause the most fatalities annually

within theUnited States (Changnon et al. 1996; Davis et al.

2003). UHI plays a critical role in further exacerbating the

detrimental environmental conditions during heat wave

events (Basara et al. 2010; Tan et al. 2010; Chen et al. 2014),

thus having a major impact on large urban populations.

Investigation and understanding of the UHIs during heat

waves, however, is limited by a lack of high-quality surface

observationswith long-term consistency; such data are vital

for study of the UHIs (Basara et al. 2010). In this study, we

aim to investigate rapid temporal variations and their

causes in nocturnal UHI intensity of DFW in the summer

of 2011, using a long-term, consistent, and research-quality

dataset as well as three-dimensional model simulations.

Because of the thermal contrast between the warm

land and cool sea during the day, a local circulation, called

sea breeze, occurs frequently along the Gulf of Mexico

under suitable conditions (Hsu 1970, 1988; Banta et al.

2005). After sunset, radiative cooling prevails, the land–

sea thermal difference reverses, and a mirror process,

called land breeze, develops in the presence of the Cori-

olis force (Yan and Anthes 1987; Miller et al. 2003; Qian

et al. 2012). Depending on the direction of the prevailing

wind (PW), sea breeze can be classified into four cate-

gories: pure, corkscrew, backdoor, and synoptic (Miller

et al. 2003). A synoptic sea breeze occurs when the PW is

onshore, while the other three categories (i.e., pure,

corkscrew, and backdoor) occur when the PW has an

offshore component. The three categories with offshore

FIG. 1. (a) Map of model domains and terrain height and

(b) urban land-use categories (i.e., 31, 32, and 33) in domain 3. The

locations of TCEQ CAMS sites around DFW are marked in (b).
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wind components are further differentiated by their dif-

ferent alongshore wind components: pure (with zero

alongshore component), corkscrew (with alongshore

component with land to the left), and backdoor (with

alongshore component with land to the right) (Miller et al.

2003). Previous studies mostly focused on the pure,

corkscrew, and backdoor sea breezes while the studies for

the synoptic sea breeze were fewer (Miller et al. 2003;

Porson et al. 2007; Crosman and Horel 2010; Steele et al.

2013, 2015), likely because the onshore PW normally

suppresses the synoptic sea-breeze circulation (Helmis

et al. 1987; Arritt 1993; Finkele et al. 1995). Also most

previous studies have focused on the development and

maintenance of the sea breeze during daylight hours, but

have not extensively investigated its subsequent nocturnal

evolution. Investigation of the nocturnal sea breeze is

limited because good boundary layer observational data

are lacking, and previous studies may have considered

such events rare and less important (Garratt and Physick

1985; Buckley and Kurzeja 1997; Tijm et al. 1999; Abatan

et al. 2014).

Some studies had been conducted to investigate the

relationship between the urban effects and sea breeze.

Most of them focused on the influence of urban effects

on the dynamics of sea breeze (e.g., Sarkar et al. 1998;

Ohashi and Kida 2002; Childs and Raman 2005; Freitas

et al. 2007; Thompson et al. 2007; Cheng and Byun 2008;

Dandou et al. 2009; Keeler and Kristovich 2012; Li et al.

2015). It remains unclear to what extent sea-breeze dy-

namics affect the UHI development and intensity. The

temporal variation of UHI of DFW (focusing on night-

time) and its response to sea-breeze frontal passages are

investigated in this study.

The rest of this paper is organized as follows: in section

2, episode selection, datasets, and configurations of the

Weather Research and Forecasting (WRF) Model sim-

ulations used in this study are described. In section 3, sea-

breeze development and its impact on nocturnal UHIs of

DFW are examined using observations and model simu-

lations. The paper concludes in section 4 with a summary

of the main findings and a discussion about the implica-

tions for air quality.

2. Data and methods

a. Episodes and observations

During July and August of 2011, an intense heat wave

impacted the southernGreat Plains, including Oklahoma

and Texas (Winguth and Kelp 2013; Ramsey et al. 2014;

Tadesse et al. 2015), which was likely related to the cold

sea surface temperature anomalies in the tropical Pacific

Ocean (i.e., a La Niña condition) and a positive phase of

the Atlantic multidecadal oscillation (Nielsen-Gammon

2012). Since the UHI of DFW in July 2011 was discussed

in Winguth and Kelp (2013), this study will focus on the

month of August 2011, with a particular attention to the

night of 7–8 August. A long-term, consistent, and

research-quality dataset [same as used in Winguth and

Kelp (2013)] is used in this study for the analysis of UHIs

in DFW [i.e., hourly data collected from the Continual

Ambient Monitoring Stations (CAMS) implemented by

the Texas Commission for Environmental Quality

(TCEQ) and archived by the U.S. Environmental Pro-

tection Agency; EPA (2015)]. The UHI intensity is

quantified using two approaches: first as the temperature

difference between the representative urban (Dallas

Hinton, CAMS 60) and rural (Kaufman, CAMS 71) sta-

tions following the same approach as Winguth and Kelp

(2013) [see Winguth and Kelp (2013) for detailed ratio-

nales for the site selection], and second as the temperature

difference betweenDallas Hinton and the surrounding six

rural sites (see their locations in Fig. 1b) to avoid possible

temperature bias at certain individual rural sites following

the approach of Hu et al. (2013c).

The regional-scale meteorological conditions are ex-

amined using the surface mesonet data archived by the

MeteorologicalAssimilationData Ingest System (MADIS)

developed by National Oceanic and Atmospheric Admin-

istration (NOAA). Because MADIS mesonet integrated

data frommanyproviders, small-scale spatial heterogeneity

would be an issue when examining the regional meteoro-

logical condition. To alleviate this issue, instead of spatial

distribution of instantaneous meteorological variables,

meteorological tendency (i.e., difference between the cur-

rent and next hours) is computed to examine temporal

variations of meteorological conditions. In the spatial dis-

tribution of meteorological tendency, the small-scale local

heterogeneity in instantaneous values is removed and only

the spatial information of temporal variation (modulated

by larger-scale external forcing) remains. As will be shown

later, the external forcing associatedwith sea-breeze frontal

movement can be clearly identified in the spatial distribu-

tion of observedmeteorological tendencies and it played an

important role inmodulating the nocturnal UHI intensities

of DFW.

Other datasets used to illustrate the development of

the sea breeze and its impacts include the High Vertical

Resolution Radiosonde Data (HVRRD), the nighttime

land surface temperatures retrieved from Moderate

Resolution Imaging Spectroradiometer (MODIS) data,

and air quality data at the TCEQ CAMS sites.

b. Three-dimensional simulations

To investigate the development of sea breezes and their

impacts on the UHIs around DFW, three-dimensional

simulationswith theWRFModel (Skamarock et al. 2008),
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version 3.6.1, were conducted for 7–8 August 2011. Fol-

lowing the approach of Hu et al. (2013c), the simulation

was initialized at 0000UTC [UTC5 central standard time

(CST)1 6 h] on 7August 2011 to allow enough spinup for

the UHI to develop on the night of 7–8 August. Three

one-way nested domains (Fig. 1) were employed with

horizontal grid spacings of 12, 4, and 0.8km, respectively.

Each domain had 48 vertical layers extending from the

surface to 100hPa. The lowest 20model sigma levels are at

1.0, 0.997, 0.994, 0.991, 0.988, 0.985, 0.975, 0.97, 0.96, 0.95,

0.94, 0.93, 0.92, 0.91, 0.895, 0.88, 0.865, 0.85, 0.825, and 0.8

(the corresponding midlevel heights of each model layer

are about 12, 37, 61, 86, 111, 144, 186, 227, 290, 374, 459,

545, 631, 717, 826, 958, 1092, 1226, and 1409m above

ground). Such horizontal and vertical resolutions were

shown to be adequate to capture boundary layer struc-

tures and UHI characteristics (Liu et al. 2006; Hu et al.

2013c). All model domains used the Yonsei University

(YSU) PBL scheme (Hong et al. 2006; Hu et al. 2013a),

theDudhia shortwave radiation algorithm (Dudhia 1989),

the Rapid Radiative Transfer Model (RRTM; Mlawer

et al. 1997) for longwave radiation, and the WRF single-

moment 6-class (WSM6) microphysics scheme (Hong

et al. 2004). Sensitivity simulations with three other widely

used PBL schemes—the Mellor–Yamada–Janjić (Janjić

1990), asymmetric convective model version 2 (ACM2;

Pleim 2007a,b), andBougeault–Lacarrére (Bougeault and
Lacarrere 1989) schemes—have also been conducted.

These simulations produced similar behaviors as the

simulation with the YSU PBL scheme in terms of the

development and propagation of the sea-breeze front and

their impact on theUHI intensity inDallas. Thus, only the

results from the simulation with theYSU scheme is shown

in this paper.

To simulate the thermodynamic and dynamic effects

of urban areas on the atmosphere, the Noah land surface

scheme (Chen and Dudhia 2001) coupled with a single-

layer urban canopymodel (SLUCM; Kusaka et al. 2001)

was chosen, through which the land surface processes

over urban areas are treated by the SLUCMwhile those

over other land-use categories are handled by the Noah

scheme. This approach was applied widely to assess the

impact of urbanization on our living environments and

risks (e.g., Miao et al. 2009; Flagg and Taylor 2011;

Salamanca et al. 2011; Hu et al. 2013c; Kim et al. 2013; Li

et al. 2013). The urban land-use categories (Fig. 1b) were

derived from the 2006 National Land Cover Data

(NLCD), in which the urban land use was divided into

three categories: low-intensity residential (31), high-

intensity residential (32), and commercial/industrial

(33). For other regions than the urban area, the U.S.

Geological Survey (USGS) land use and soil category

data were used in each domain.

The North American Regional Reanalysis (NARR)

with a resolution of approximately 0.38 3 0.38 (32 km)

was used for the initial conditions (for the atmosphere,

soil, and ocean) and boundary conditions. A sensitivity

experiment using the National Centers for Environ-

mental Prediction (NCEP) Final (FNL) analysis as the

initial and boundary conditions has also been conducted

but the results are not shown here. The simulation gave

too weak sea-breeze circulations because the FNL data

have excessive soil moisture in the southeast Texas (Hu

et al. 2010).

The sea surface temperature (SST) is held constant

throughout the simulation. A sensitivity simulation with

SST updated every 6 h (not shown in this paper) in-

dicates that whether updating SST or not does not affect

the sea-breeze development and propagation since the

diurnal variation of SST is quite small.

3. Results

a. Time series analysis: Identification of unique
characteristics of UHI and their likely cause

The UHI intensity of DFW showed a distinct diurnal

pattern (Fig. 2). It increased prominently during the

early evening transition and remained positive until the

next morning when the rapidly developing convective

boundary layer broke down the near-surface inversion.

Urban cool island (i.e., negative UHI intensity), even

thoughweak, occurred during the daytime onmost days.

The nocturnal UHI intensity varied between 28 and 58C
on individual nights during August 2011. The day-to-day

variation of the nocturnal UHIs was discussed in pre-

vious studies and was believed to be primarily caused by

the day-to-day variation of cloud cover and large-scale

wind (Morris et al. 2001; Unger et al. 2001; Fast et al.

2005; Steeneveld et al. 2011; Hu et al. 2013c). Such a day-

to-day variation will not be the focus of this study.

As summarized in the introduction, a roughly con-

stant UHI intensity throughout the night was reported

for many cities (e.g., Hu et al. 2013c). Differently, a

sharp decrease of UHI intensity in the later half of the

night occurred at DFW on many nights during August

2011 (e.g., 5–11 August, Fig. 3a). On those nights the

UHI intensity in the later half of the night was only half

of the magnitudes during the early half of the night

(Fig. 3a). Such sharp decreases in nocturnal UHI in-

tensity can be clearly identified both when the UHI in-

tensity is quantified as temperature difference between

an urban site and a single rural site and when it is defined

as the difference between an urban site and mean of

multiple rural sites (Figs. 2a,b). To determine the cause

for such a sharp decrease (‘‘collapse’’) of the nocturnal

UHIs is one of the main objectives of the present study.
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The temperature data at representative urban (Dallas

Hinton, CAMS 60) and rural (Kaufman, CAMS 71) sites

were examined to identify the cause of the collapse.

Nocturnal warming events, defined as sudden rise in

nighttime surface temperature (White 2009), occurred

at the rural site (but not at the urban site) were identified

to be primarily responsible (Fig. 3a). Such warming

events were reported previously and can be sometimes

caused by synoptic-scale cold frontal passages (Doswell

and Haugland 2007; Shapiro et al. 2009; Nallapareddy

et al. 2011). In such cases, turbulence induced by strong

wind shear associated with the cold front mixes warmer

air from the upper parts of nighttime stable boundary

layer down to the surface, leading to the nocturnal

warming events (Hu et al. 2013b). Examination of sur-

face weather maps suggested that there was no synoptic-

scale cold frontal passage around DFW on the nights of

5–11 August (figure not shown). Thus, other reasons

rather than synoptic-scale cold frontal passage must be

responsible for the nocturnal warming events at the

rural site.

Surface wind speeds were examined to investigate the

reasons for the rural nocturnal warming events. Surface

wind speeds typically peak during the day and decrease

during the night due to strong/weak coupling between

surface wind and boundary layer momentum during the

daytime/nighttime (Hu et al. 2013a; Allen andWashington

2014). However, the diurnal variation of wind speeds

FIG. 2. Time series of observed UHI intensity of DFW quantified as temperature difference

(a) between Dallas Hinton and Kaufman and (b) between Dallas Hinton and the mean of six

rural sites (i.e., Pilot Point, Greenville, Kaufman, Italy, Cleburne, and Granbury), see the lo-

cation of these sites in Fig. 1b. Periods of sunset to sunrise are shaded.

FIG. 3. Time series of observed (a) temperature andUHI intensity and (b) wind speed at Dallas

Hinton and Kaufman during 5–11 Aug 2011. Periods of sunset to sunrise are shaded.
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around DFW did not follow such a typical pattern. Noc-

turnal wind maxima occurred around midnight on each

night during 5–11 August (Fig. 3b). These nocturnal wind

maxima appeared to be highly correlated with the noc-

turnal warming events at the rural site.

b. Horizontal characteristics of relevant phenomena

WRF simulations were conducted for the period of

5–11 August 2011 to understand the nocturnal wind

maximum, warming events, and the collapse of the noc-

turnal UHIs. Similar weather phenomena as illustrated in

Fig. 4 repeatedly occurred on the nights of 5–11 August.

The simulation for the period of 7–8 August was chosen

for a detailed analysis. In the surface wind spatial distri-

bution at 0100 UTC (1900 CST) (Fig. 4f), three bands of

maximum wind speed can be noticed: a momentum front

along the coast of the Gulf of Mexico [the elongated

leading or advancing edge of the air mass with apparent

gradient of wind speed across the edge, aswell as gradients

of other characteristics (e.g., temperature, and moisture)]

and two wind maximum bands (one near DFW along the

Balcones Fault and the other to the west of DFW).

1) UPSLOPE WINDS ALONG THE SLOPING

TERRAINS

The two wind maximum bands are approximately

alongwith the steepest terrain slope (Fig. 5b). These wind

maximum bands developed in the afternoon (Fig. 5a),

likely due to the thermal contrast between the elevated

terrain west of the Balcones Fault and the adjacent low-

lying ground east of the Balcones Fault. On summer af-

ternoons, due to intense solar radiation, the elevated

terrain acts as a heat source compared to its surroundings,

and so the near-surface air temperature is normally

higher than the air temperature above the adjacent low-

lying ground (Fig. 4g). Upslope wind develops along the

sloping terrains and a downward return flow develops

simultaneously over the adjacent low-lying ground. Such

thermally driven local circulation on a large scale is

termed the mountain–plains solenoid (MPS) circulation

(May and Wilczak 1993; Sun and Zhang 2012). In case

moisture contrast (manifested as a dryline) is also pres-

ent, such a local circulation is referred to as ‘‘dryline

circulation.’’ The upward motion along the slopes and

downward motion east of the slopes are confirmed in the

simulated vertical velocity (Fig. 5c). The upslope winds

are superimposed on the ambient winds, leading to the

wind maximum bands. The downward motion associated

with the local circulation suppressed the boundary layer

development in the area east of DFW (Fig. 5d). During

the nighttime, the upslope wind subsided and the two

windmaximumbands became indiscernible in;3h. Such a

diurnal cycle of the local circulation and its associated

upslope winds also explain the afternoon surface wind

peaks, which were repeatedly observed around DFW

(Fig. 3b). The detailed dynamics and diurnal cycle of MPS

and dryline circulation as well as their impact on boundary

layer meteorology were previously discussed (Sun and

Ogura 1979; Sun and Wu 1992; Koch et al. 2001; Zaitchik

et al. 2007; Wang and Xue 2012; Bao and Zhang 2013; Hu

et al. 2014; Zhang et al. 2014), thus it is not the focus of

this study.

2) SEA-BREEZE DEVELOPMENT AND INLAND

PENETRATION

This study focuses on the momentum front along the

coast of the Gulf of Mexico, which developed around

noon in the presence of a strong thermal contrast between

hot land and cool sea (Fig. 4e). The momentum front

advanced inland all the way to DFW around midnight

(Fig. 4k) and lost the front characteristics gradually af-

terward, becoming indistinguishable from the ambient

continental atmosphere. An approximate timeline of the

inlandmovement of themomentum front based onmodel

outputs is illustrated in Fig. 6. Because of the enhanced

horizontal momentum behind the front, near-surface

vertical wind shear was enhanced, thus near-surface me-

chanical turbulencewas elevated behind the front (see the

enhanced vertical mixing in Figs. 4i and 4n as indicated by

the enhanced eddy diffusivity). Behind the momentum

front, the temperature appeared lower than that ahead of

the front.However, a sharp contrast of temperature across

the front like that in the wind speed cannot be identified

(Figs. 4b,g,l). The contrast of relative humidity (RH) be-

hind and ahead of the front appeared sharper than that of

temperature (Figs. 4c,h,m). Behind the front, RH was

clearly higher than that ahead of the front. Themovement

direction and the contrasts of all the variables across the

front suggested a typical marine air mass behind the front,

which is cooler and moister than the continental air mass

ahead of the front. Such an inland movement of cool and

moist marine air in the form of a front appeared similar to

inland penetration of sea breezes. However, the extent of

inland penetration of sea breeze (or the horizontal scale of

the sea-breeze circulation cell) in midlatitude regions

(above ;308 latitude) is normally less than 200km

(Finkele et al. 1995;Miller et al. 2003; Crosman andHorel

2010), which ismuch less than the inlandmovement of the

front in this case (;400km from the coast toDFW). Thus,

the inland movement of the front was not due to the

growth of sea-breeze circulation cell, but appeared to be

due to the advection of sea-breeze front by the environ-

mental flow.

During the early evening transition, due to radiation

cooling, the thermal contrast between the elevated ter-

rain and plains cannot continue to provide the driving
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force for the upslope winds, thus the wind band associ-

ated with the mountain–plain flow is advected north-

ward by the prevailing environmental flow, just like the

sea-breeze circulation. So the northward advection of

the wind band and the sea-breezemomentum front do not

affect each other. The energy of the mountain–plain flow

appears to be weaker than the sea-breeze circulation, thus

the wind band associated with the mountain–plain flow

FIG. 4. Spatial distribution of simulated (a),(f),(k) 10-m wind speed (WSP); (b),(g),(l) 2-m temperature (T2);

(c),(h),(m) 2-m relative humidity (RH); (d),(i),(n) near-surface eddy diffusivity (KH); and (e),(j),(o) skin tempera-

ture (TSK) at (left to right) 2100 UTC (1500 CST), 0100 UTC (1900 CST), and 0600 UTC (0000 CST) on 7–8 Aug

2011. Note TSK over the ocean is equivalent to SST. The observed SST archived in the MADIS maritime data are

indicated by shaded circles in (e),(j),(o). The sea-breeze front location at 0100 UTC is marked with weather front

lines. The location of DFW is marked with stars.
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merged into the background prevailingwindmore quickly

than the sea-breeze momentum front (figure not shown).

The inland movement of the sea-breeze front can be

more clearly identified from the spatial distribution of

tendencies (i.e., variation between the current and next

hour). At the leading edge of the front, a belt of en-

hanced wind speed and RH was prominent during the

course of the inland movement (Fig. 7). The leading

edge of the front can also be identified from the en-

hanced eddy diffusivity induced by the enhanced wind

shear (Figs. 7d,i). In the late evening the cooling band

behind the front indicates the cool marine air mass be-

hind the front. However, at the leading edge, cooling

was not always found, instead, warming occurred at

places (Fig. 7g). Such nocturnal warming was not

prominent during the early evening transition (Fig. 7b)

when the surface radiative cooling dominated. These

belt shapes and their locations in the simulated ten-

dencies were confirmed by the observed tendencies

from the MADIS mesonet data. The inland movement

of air mass with enhanced wind and RH in a belt shape

parallel to the Gulf (Fig. 8) resembled the simulation

(Fig. 7). Themomentum front approachedDFWaround

midnight (Figs. 7f and 8d), which explained the noctur-

nal wind maxima that manifested in the time series of

wind speeds at the CAMS sites around DFW (Fig. 3b).

Awarming belt in the late eveningwas also prominent in

the spatial distribution of the observed temperature

tendency (Fig. 8e) while such warming was not clear

during the early evening (Fig. 8b). The agreement of the

spatial distribution of near-surface meteorological var-

iables between simulation and observations indicates

FIG. 5. Spatial distribution of (a) 10-m wind speed (WSP),

(b) terrain height, (c) vertical velocity (W) at ;0.6 km AGL, and

(d) boundary layer height (PBLH) at 2200 UTC (1600 CST)

7 Aug 2011.

FIG. 6. Approximate locations of the momentum fronts identi-

fied from model simulated wind fields during the night of 7–8 Aug

2011. The corresponding time is marked.
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FIG. 7. Spatial distribution of simulated tendency (difference between next hour and

current hour) of (a),(f) 10-m wind speed (WSP); (b),(g) 2-m temperature (T2); (c),(h) 2-m

relative humidity (RH); (d),(i) near-surface eddy diffusivity (KH); and (e),(j) instantaneous

heating rate of air in the first model layer due to vertical heat flux divergence at (left)

0100 UTC (1900 CST) and (right) 0600 UTC (0000 CST) 7–8 Aug 2011. The sea-breeze front

location at 0100 UTC is marked with the weather front line. The location of DFW is marked

with stars. The location of cross sections shown in Figs. 9, 11, and 12 is marked in (i).
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that model bias in terms of the front propagation speed

is small.

The impact of enhanced vertical mixing associated

with the frontal passage on near-surface temperature is

investigated using a budget analysis based on model

outputs. Instantaneous heating rates of air in the first

model layer due to vertical turbulent heat flux divergence

are estimated (Figs. 7e,j). The vertical heat flux diver-

gence is computed as the difference between the sur-

face sensible heat flux (from the Noah land surface

model) and the sensible heat flux at the interface of the

first and second model layers due to vertical turbulence

mixing. Using a first-order closure approach, the latter

can be calculated using the eddy diffusivity and the

vertical temperature gradient. As shown in Fig. 7j, the

heating rate at the leading edge of the front around

midnight due to vertical turbulent heat flux divergence

is close to the observed rural temperature increase rate

(;0.58Ch21), which indicates that vertical turbulent

mixing plays a dominant role in the rural nocturnal

warming event. Note that in this budget analysis, nei-

ther the nonlocal turbulent flux nor the entrainment

FIG. 8. Observed tendency of (a),(d) 10-mwind speed (WSP); (b),(e) 2-m temperature (T2); and (c),(f) 2-m relative

humidity (RH) at MADIS mesonet sites at (left) 0100 UTC (1900 CST) and (right) 0600 UTC (0000 CST) on

7–8 Aug 2011.
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flux is considered, which are considered in the YSU

PBL scheme in the WRF Model.

c. Vertical structure of the sea-breeze front

The vertical structure of the front is illustrated in the

cross section along a line perpendicular to the Gulf of

Mexico (see the location of the cross section in Fig. 7i).

A band with elevated horizontal wind (;40km wide)

developed along the Gulf of Mexico around noontime

(Fig. 9a), which indicate the feeder flow behind the

sea-breeze front that persistently provides the air

mass with marine characteristics during the day. The

width of the band expanded to ;200 km wide around

the early evening transition (Fig. 9b) and the band

started to separate from the feeder flow and was ad-

vected by the prevailing southerly winds. During the

FIG. 9. Cross section of (a)–(c) wind and (d)–(f) its perturbation (difference from the mean) at (top to bottom)

1800 UTC (1200 CST), 0100 UTC (1900 CST), and 0500 UTC (2300 CST) 7–8 Aug 2011. The location of the cross

section is marked in Fig. 7i. The color shading in (a)–(c) represent the horizontal wind speed. The sea-breeze cir-

culation cells in the perturbation fields are marked in (e),(f). Note that vertical velocity is multiplied by 100 when

plotting wind vectors. The position of DFW is marked by a red dot on the x axis.
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evening, a nocturnal low-level jet (LLJ) developed

over the southern Great Plains, which further facil-

itates the advection of the wind band toward DFW

(Fig. 9c). After passing DFW, the band with ele-

vated wind gradually merged into the LLJs (figure

not shown).

A closed sea-breeze circulation cell cannot be iden-

tified from the cross section of the instantaneous wind

(Figs. 9a–c). Thus, a perturbation term is computed (i.e.,

the difference between the instantaneous wind and the

mean wind during 7–8 August 2011). From the cross

section of the wind perturbation, a closed sea-breeze

circulation cell can be noticed to develop around noon

(Fig. 9d) and it expanded to ;100 km wide until the

early evening (Fig. 9e) and the closed circulation cell

was advected along the LLJ (Fig. 9f). Thus, the cross

section of the wind perturbation confirms the develop-

ment of the sea-breeze front and its nighttime advection

manifested in the horizontal spatial distributions (Figs. 4,

6, and 7). Since the prevailing wind was also onshore, the

sea breeze in this case can be classified as the synoptic sea

breeze, which is less studied in terms of its daytime de-

velopment and nighttime movement comparing with

other categories of sea breeze (Buckley and Kurzeja

1997; Miller et al. 2003; Crosman and Horel 2010; Steele

et al. 2013). In the evening, due to the reversed thermal

contrast between land and ocean, land breeze (offshore)

developed near the surface along the coastal area in op-

position to the prevailing southerly wind (Fig. 9f). Thus, a

band of minimum wind appeared along the coast

(Fig. 9c). This explains the separation of the sea-breeze

front from the coast during the nighttime inland move-

ment seen in Figs. 4f and 4k.

The development of LLJ on the night of 7–8 August

2011 is confirmed by the vertical profiles observed at

FortWorth (achieved inHVRRD) (Fig. 10a). The strong

inversion at ;500m AGL effectively decouples the sta-

ble boundary layer from the residual layer above

(Fig. 10b). Both observation and simulation demonstrate

that the LLJ nose occurred at the top of the stable

boundary layer, which can be explained by the Black-

adar’s inertial oscillation theory: the wind oscillation

amplitude is expected to grow as the ground is ap-

proached from the top of the residual layer until the

frictional force inevitably becomes important in the sta-

ble boundary layer (Shapiro and Fedorovich 2010), that

is, the wind oscillation amplitude at night peaks at the top

of the stable boundary layer. Because of the ‘‘Blackadar’’

mechanism and some other mechanisms, nocturnal LLJs

occur frequently in the southern Great Plains in summer

(Song et al. 2005; Hu et al. 2013c; Du andRotunno 2014).

Because of the low-level convergence at the sea-

breeze front, updrafts occurred along the front, creat-

ing the sea-breeze head. The updrafts brought moist

marine air up to the top of the boundary layer (Fig. 11a),

proving necessary impetus for cloud development.

Figure 11b shows the resolved cloud water in the strong

updrafts above the sea-breeze front. Note that the un-

resolved subgrid cumulus cloud cannot be derived from

the model outputs. Thus, the model may underestimate

total cloud water if subgrid-scale cumulus exists. The

uncertainties associated with the microphysics scheme

FIG. 10. Vertical profiles of (a) wind speed and (b) potential temperature at 1100 UTC (0500 CST) 11 Aug 2011 at

Fort Worth (32.835088N, 97.297948W) simulated by the WRF Model and observed by the high vertical resolution

radiosonde.
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may also affect the amount of simulated cumulus clouds

(Fan et al. 2015). The vertically integrated resolved

cloud water below 3km (mostly cumulus) was simulated

mostly over land along the Gulf of Mexico in the after-

noon (figure not shown). The visible image from satellite

confirms the scattered cumulus along theGulf ofMexico

(figure not shown). Such sea-breeze-associated updrafts

and the subsequently induced cumulus clouds were of-

ten observed and simulated in coastal and adjacent in-

land areas (Helmis et al. 1987; Pielke et al. 1991; Chiba

1993; Simpson 1994; Atkins et al. 1995; Dias and

Machado 1997; Stephan et al. 1999; Carbone et al. 2000;

Rao and Fuelberg 2000; Shepherd et al. 2001).

Vertical cross sections of tendencies illustrate the in-

land movement of the sea-breeze front more clearly

(Fig. 12). At 0100 UTC 8 August, the momentum front

(leading edge of the maximum wind speed) moved

;160km inland and the front moved farther (;340 km)

inland at 0500 UTC. In the wind vector tendency, closed

circulations were prominent (Figs. 12a,d). This further

confirms the inland movement/advection of the sea-

breeze circulation cell. Associated with the wind maxi-

mum bands, there are bands of elevated eddy diffusivity

(Figs. 12b,e). This confirms the enhanced vertical mixing

due to enhanced wind shear associated with the sea-

breeze momentum front. Such enhanced turbulence

induced by enhanced wind shear was also previously

reported to occur during the passage of the sea-breeze

fronts (Kitada 1987; Chiba 1993). The vertical cross

sections of temperature tendency illustrate the inland

movement of the thermodynamic front (defined as the

interface of two air masses with the discontinuity of

temperature). Following the leading edge of the

thermodynamic front, there are bands of decreased

temperature, which indicate the inland movement of

cool marine air (Figs. 12c,f). During the early evening,

the thermodynamic front was straight upward (Fig. 12c)

while the front inclined near midnight in the lower 300m

above the ground (Fig. 12f). Warming occurred near the

surface around the momentum front around midnight

(Fig. 12f), which corresponds to the near-surfacewarming

belts seen in Figs. 7g and 8e; while such warming did not

occur during the early evening (Figs. 12c, 7b, and 8b).

During the early evening, due to surface cooling and di-

minished thermal turbulence (Wingo and Knupp 2015),

in addition to advection of cool marine air, the cooling

was straight up (as high as the sea-breeze head) at the

leading edge of the sea-breeze momentum front. Ahead

of the front, strong near-surface temperature inversion

developed later into the evening in the ambient (conti-

nental) air due to continuous surface radiative cooling.

During the passage of the sea-breeze momentum front,

there was enhanced vertical mixing (Figs. 12b,e) in ad-

dition to the advection of cool marine air. Enhanced

vertical mixing reduced the strong near-surface inversion

and brought warmer air down to the surface around the

momentum front. Such a warming process became dom-

inant over other cooling processes late into the evening in

the presence of strong temperature inversion, thus leading

to the near-surface warming. As a consequent, the ther-

modynamic front inclined (Fig. 12f). Such a nocturnal

warmingmechanism is similar to that of the warming belts

associated with synoptic-scale cold frontal passages

(Doswell and Haugland 2007; Nallapareddy et al. 2011;

Hu et al. 2013b). In both cases, enhanced vertical mixing

associated with the momentum fronts played dominant

FIG. 11. Vertical cross section of simulated (a) relative humidity (RH) and (b) cloud water mixing ratio

(QCLOUD) in domain 2 with a 4-km grid spacing at 1900 UTC (1200 CST) 7 Aug 2011. The position of DFW is

marked by a red dot on the x axis.
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roles. In places where strong near-surface temperature

inversion did not develop before the frontal passage,

surface warming did not occur (Figs. 7g and 8e).

d. Impact of the sea-breeze front on the UHI in DFW

In contrast to the rural continental air, where strong

near-surface inversion develops in the evening due to

surface radiative cooling, four major factors prevent a

strong stable surface layer from developing in urban

area: the release of heat stored in the urban materials

during the day (Ogoli 2003; Liu et al. 2006; Zhu et al.

2009; Bohnenstengel et al. 2011; Yang et al. 2013),

trapping of longwave radiation by urban buildings

(Arnfield 2003), enhanced roughness (Hu et al. 2013c),

and emission of anthropogenic heat (Ichinose et al. 1999;

Fan and Sailor 2005; Grossman-Clarke et al. 2005;

Schlünzen et al. 2010). As a consequence,UHI developed

around the metropolitan area of DFW (Fig. 13a) and it is

successfully simulated by the WRF Model with SLUCM

(Fig. 13b). A comparison of simulated skin temperatures

(TSK) and land surface temperatures (LST) derived from

the MODIS data is shown in Fig. 13. The model

reproduces the MODIS-derived intensity and horizon-

tal extent of the UHI well. A positive bias (;28C) of

WRF TSK comparing with MODIS LST can be noted,

however, which may be due to model errors (Salamanca

et al. 2011; Chen et al. 2012), the uncertainties in model

inputs (e.g., insufficient soil moisture, Hu et al. 2010) and

MODIS data (Wan and Li 2008). Similar differences

between modeled TSK and MODIS LST in the southern

FIG. 12. Cross section of tendency of (a),(d) wind; (b),(e) eddy diffusivity (KH); and (c),(f) temperature at (left)

0100 and (right) 0500 UTC 8 Aug 2011. The sea-breeze front location at 0100 UTC is marked with a weather

front line.
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Great Plains were also reported previously (Hu et al.

2013c). The relationship between the satellite-derived

LST and air/skin temperature also needs further in-

vestigation to better interpret remotely sensed UHI

(Roth et al. 1989; Arnfield 2003; Voogt and Oke 2003;

Mohan et al. 2013).

UHI reduced the stability in the urban surface

boundary layer. While a strong near-surface inversion

developed in rural areas in relatively calm conditions

before the sea-breeze frontal passage, a nearly neutral

boundary layer developed in urban areas (Fig. 14). A

nearly neutral to even slightly unstable nocturnal

boundary layer (could be up to;200mdeep) is common

over cities (Oke 1982; Rotach 1995; Lemonsu and

Masson 2002; Martilli et al. 2002). After the sea-breeze

frontal passage, the strong near-surface temperature

inversion in rural areas was significantly reduced

(Fig. 14) as a result of enhanced vertical mixing. The

enhanced vertical mixing brought warmer air down to

the surface. The warming process dominated over the

cold advection and radiative cooling processes (Fig. 14),

thus leading to the rural warming event near the surface

(Figs. 14 and 15). Note that due to the different ap-

proaching time of the sea-breeze front, the nocturnal

warming events occurred at the rural sites surrounding

DFW at different times, but roughly around midnight.

Such a warming mechanism explains the significant

correlation between nocturnal wind maxima (indication

of frontal passage) and the rural nocturnal warming

events shown in Fig. 3. However, in urban area where

the boundary layer was nearly neutral, enhanced me-

chanical vertical mixing associated with sea-breeze

frontal passage did not alter the urban boundary layer

significantly. The vertical temperature gradients in the

urban boundary layer were barely changed (Fig. 14),

suggesting that the warming process due to enhanced

vertical mixing was negligible. Near-surface warming,

FIG. 13. Spatial distribution of (a) land surface temperatures

(LST) retrieved from the Aqua MODIS data and (b) skin tem-

peratures (TSK) simulated by WRF on 8 Aug 2011. The Aqua

MODIS LST is at 0130 local time (nighttime overpass time), and

the WRF TSK is at 0100 local time (0700 UTC).

FIG. 14. WRF-simulated vertical profiles of potential tempera-

ture at urban (Dallas Hinton) and rural (Kaufman) areas before

(0500 UTC) and after (0700 UTC) the frontal passage on

8 Aug 2011.
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therefore, did not occur in urban area (Figs. 3 and 15).

As a result of nocturnal warming in rural area and no

warming in urban area, reduction in the urban–rural

temperature difference and, therefore, the collapse of

UHI intensity around DFW occurred (Fig. 3). Even

though certain bias can be noticed (e.g., near-surface

temperature, which may be partially caused by model

errors in the PBL scheme) (Hu et al. 2010, 2013a), the

WRF Model with SLUCM successfully captured the

sequence of relevant events, thus reproducing the col-

lapse of the nocturnal UHI intensity (Fig. 15). These

results can be summarized in another way: ahead of the

front in a calm and very stable boundary layer theUHI is

strong; during the sea-breeze front passage, enhanced

wind shear and associated vertical mixing reduces the

boundary layer stability, and the UHI is weakened.

These results further highlight the importance of

boundary layer stability on UHI assessments as pre-

viously pointed out in Hu et al. (2013c).

4. Conclusions and discussion

Investigation of UHI intensities of DFW (quantified

as near-surface air temperature difference between

representative urban and rural sites) in a heat wave

episode revealed that ‘‘collapse’’ (sudden decrease) of

nocturnal UHI intensities occurred frequently around

midnight in August 2011. The UHI intensities in the

later part of these nights were reduced to only half of the

intensities in the early part of the nights. Observational

and modeling studies were conducted to understand

such a unique temporal variation of the nocturnal UHI

intensity. The surface meteorological data showed that

the collapse of the nocturnal UHI intensity coincided

with momentum front passages on those nights. The

fronts developed along the Gulf of Mexico around noon

and moved inland afterward and approached DFW

(;400 km away from the Gulf Coast) around midnight.

At the leading edge of the fronts, there was a band of

increased wind speed and increased humidity. In the late

evening, a warming belt was also noticed along the front

edge while such warming was not prominent during the

early evening.

WRF Model simulations were conducted to in-

vestigate the horizontal and vertical structures of the

front. The inland movement of the belt with increased

wind speed, increased humidity, and increased temper-

ature was captured by the simulations. The vertical cross

sections revealed that sea-breeze circulation cells (seen

in the perturbation fields) developed along the Gulf

Coast around noon due to the thermal contrast between

warm land and cool ocean. The feeder flow behind the

sea-breeze front persistently provides the air mass with

marine characteristics during the day. The convergence

at the sea-breeze front induced strong updrafts in the

afternoon, which provided necessary impetus for cu-

mulus cloud formation. Satellite visible images con-

firmed the belt of cumulus in the inland area along the

Gulf of Mexico as induced by the sea-breeze updrafts.

The sea-breeze circulation cells expanded to ;100km

wide until the early evening transition. Since the pre-

vailing wind was onshore, the studied sea-breeze can be

categorized as the synoptic sea breeze, a category that

has received limited attention in the past in terms of its

daytime development and nighttime movement.

After sunset, the thermal contrast reversed due to

surface radiative cooling and a land breeze developed

near the surface along the Gulf Coast. The remnant of

daytime synoptic sea-breeze circulation cells were advec-

ted inland by the low-level jets and the front separated

from the feeder flow. The advection of the cool and moist

marine air in the form of fronts explains the inland

movement of the belt with increased wind speed and in-

creased humidity. Because of the enhanced wind shear

associated with the sea-breeze momentum fronts, vertical

mixing was enhanced at the leading edge of the fronts.

Ahead of the fronts, surface radiative cooling increased

near-surface temperature inversion through the night

in a relatively calm condition. During the frontal passage

(around midnight at DFW), the enhanced vertical mix-

ing at the leading edge of the front decreased the strong

temperature inversion and brought warmer air to the

FIG. 15. Time series of temperature atDallasHinton andKaufman

and the resulting UHI intensity on 7–8 Aug 2011 simulated by the

WRF Model. The period of sunset to sunrise is shaded.
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surface, leading to rural surface warming. In contrast,

urban effects prevented formation of a strong near-

surface inversion in urban areas. The urban boundary

layer was close to neutral. Thus, the enhanced me-

chanical mixing associated with the sea-breeze front

could not alter the urban boundary layer significantly

and thus did not cause surface warming in urban area.

The different responses between rural (warming) and

urban (no warming) areas to the sea-breeze frontal

passages led to the collapse of the nocturnal UHI in-

tensities in DFW.

A few environmental factors (e.g., diurnal cycle of

differential heating, Coriolis force) control the hori-

zontal scale of sea-breeze circulation and onshore pen-

etration distance (Simpson et al. 1977; Rotunno 1983;

Sha et al. 1991; Miller et al. 2003; Crosman and Horel

2010). The inland penetration of the sea breeze in the

midlatitude region was reported to be within ;150km

(Miller et al. 2003; Crosman and Horel 2010). This study

demonstrated that the sea-breeze circulation cells can be

advected inland as far as 400km while maintaining their

characteristics (e.g., elevated wind speed, enhanced

vertical mixing). Beyond 400 km, the circulation gradu-

ally merged with the ambient continental air. In addi-

tion, for the first time to our best knowledge, this study

revealed that nocturnal warming events in rural areas

(where strong near-surface inversion developed) can be

induced by sea-breeze frontal passages. Similar noctur-

nal warming events were reported previously, but as

results of a synoptic-scale cold front instead of sea-

breeze front passages (Doswell and Haugland 2007;

Nallapareddy et al. 2011; Hu et al. 2013b).

In addition to the UHIs, sea-breeze development also

has important implications for air pollutants in coastal

areas through transport/dispersion processes (Lyons

and Olsson 1973; Physick and Abbs 1992; Gaza 1998;

Clappier et al. 2000; Seaman and Michelson 2000;

Gangoiti et al. 2002; Miller et al. 2003; Banta et al. 2005;

Stuart et al. 2007; Yerramilli et al. 2008; Papanastasiou

and Melas 2009; Papanastasiou et al. 2010). Most of

these previous studies focused on daytime air quality

issues (e.g., Banta et al. 2005) partially due to the belief

that nighttime ozone (one of the key criteria pollutants)

is not a concern because of its general low concentra-

tions. However, recent studies (e.g., Banta et al. 1998;

Reitebuch et al. 2000; Salmond and McKendry 2002;

Talbot et al. 2005; Hu et al. 2012; Hu et al. 2013d;

Kulkarni et al. 2013; Klein et al. 2014) suggested that

nighttime secondary ozone maxima may occur as results

of vertical mixing processes, which may be significant

enough to become a concern to public health. Though

not shown here, air quality data from the TCEQ CAMS

sites were also examined. In addition to inducing rural

nocturnal warming events, the enhanced vertical mixing

associated with the sea-breeze frontal passages also

impacted boundary layer pollutants. Simultaneously as

the collapse of the UHI intensity in DFW, nocturnal

secondary ozone maxima often occurred near the sur-

face in theDFWmetropolitan area. These results will be

reported elsewhere.
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