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Abstract The Southern Great Plains experiences an unhealthy level of ozone (O3) at times. The
formation mechanisms contributing to these O3 events are not always clear and in some cases are related
to particular atmospheric circulation patterns. A severe O3 pollution event on 27 August 2011 in the
Dallas‐Fort Worth (DFW) area is investigated with a combination of observations and simulations using
the Weather Research and Forecasting model with Chemistry (WRF/Chem). During the O3 episode, a
stationary front with a stagnant zone at the leading edge persisted to the west of DFW. At the time,
Hurricane Irene was located in western Atlantic, displacing the Bermuda Subtropical High and affecting the
circulations over the Southern Great Plains. The stagnant zone confined the pollutant plume originating
from DFW, leading to accumulation of primary pollutants and prominent O3 formation. Emission sources
from a few urban areas east of DFW as well as power plants near Mount Pleasant and Carthage also
contributed to this DFW O3 pollution episode. This scenario is different from the typical summer days
over the Southern Great Plains when southerly winds prevail along the west edge of the Bermuda High
and the pollutant plumes from DFW are advected downstream, resulting in low O3. Ensemble WRF/
Chem predictions driven by the operational Short‐Range Ensemble Forecast outputs are conducted
to examine the impact of meteorological uncertainties (particularly transport uncertainties) on air
quality forecasting. The ensemble mean gives a better prediction in terms of plume directions than
individual members.

1. Introduction

Even though emission control regulations have been implemented for the past few decades, ozone (O3)
pollution in the lower troposphere remains an issue in the south central United States from time to time
(Choi & Souri, 2015; Qin et al., 2007; Sather & Cavender, 2012). Summer O3 episodes over the Southern
Great Plains are often recorded (Hudak, 2014; Kim et al., 2009). Interestingly, O3 episodes in the region have
been observed to occur during the passage of Atlantic hurricanes (e.g., Hu, Zhang, et al., 2010;
Nielsen‐Gammon et al., 2010). The impact of hurricanes on air quality has been discussed in other regions
(e.g., southeastern coast of China), and the impact reported had been limited to the vicinity of hurricanes
(Huang et al., 2005; Jiang et al., 2015; Wang & Kwok, 2003; Wei et al., 2016; Yang et al., 2012); such studies
do not address possible effects of hurricanes on a long distances such as Atlantic hurricanes on Southern
Great Plains. The formation mechanisms of severe O3 episodes, in particular the effects of meteorological
factors associated with particular flow patterns, in the Southern Great Plains are not always clear.

According to the standard of daily maximum 8‐hr average O3 (70 ppbv), the Dallas‐Fort Worth (DFW)
metropolitan area in northern Texas is a nonattainment area (Digar et al., 2013; Pongprueksa, 2013),
particularly in Collin, Dallas, Denton, Ellis, Johnson, Kaufman, Parker, Rockwall, Tarrant, and Wise
counties (https://www3.epa.gov/airquality/greenbook/hbcs.html#TX). A few large field experiments,
including the Texas Air Quality Studies in 2000 (referred to as TexAQS2000; Daum et al., 2004; Jiang &
Fast, 2004; Wert et al., 2003) and in 2006 (referred to as TexAQS II; Parrish et al., 2009; Yu et al., 2012), have
been conducted to investigate the sources and atmospheric processes responsible for the photochemical
pollution during summer months in Texas, particularly the Houston and DFW metropolitan areas (Zhang
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et al., 2013; Zhang & Ying, 2011). High O3 episodes in DFW most often occur between May and October,
especially during the months of August and September (Cox & Chu, 1996; Hudak, 2014). While elevated
background O3 concentrations were found to contribute to the O3 exceedance in the DFW area (Kemball‐
Cook et al., 2009; Pierce et al., 2009), heavy pollution plumes originating from DFWwere also demonstrated
to be a cause using observational data (Langford et al., 2011; Luria et al., 2008; Senff et al., 2010) and model
simulations (Kim et al., 2009; McKeen et al., 2009), suggesting significant contributions from local O3

production.

In summer, westward extension of the Bermuda subtropical high favors the development of a southerly low‐
level jet over the Southern Great Plains, while transient processes (e.g., passages of frontal systems) may dis-
turb such flow patterns at times (Klein et al., 2015; Lei et al., 2018; Zhu & Liang, 2013). During summer
months, O3 over the Southern Great Plains shows correlation with the Bermuda High variations: a
stronger/weaker Bermuda High leads to lower/higher summer mean O3 in the region with a magnitude
of variation of around 6 ppbv (Zhu & Liang, 2013). During TexAQS II period in the summer of 2006, a strong
pressure gradient along the west flank of the Bermuda High led to low O3 over eastern Texas with 8‐hr max-
imum O3 ranging between 20 and 50 ppbv, while on high‐ozone days with 8‐hr maximum O3 ranging
between 60 and 65 ppbv, composite meteorology revealed a weak pressure gradient over eastern Texas asso-
ciated with a high‐pressure ridge (Wilczak et al., 2009). Many case studies also examined summer O3 excee-
dances in the region, focusing mainly upon the Houston area (Banta et al., 2005; Daum et al., 2003; Karl
et al., 2003; Kleinman et al., 2002, 2005; Rappengluck et al., 2008; Ryerson et al., 2003; Wert et al., 2003).
While certain meteorological conditions (e.g., stagnant flows, high temperature) have generally been
regarded as playing an important role in inducing O3 pollution, the meteorological factors for the severe
O3 episodes in DFW remain uncertain (Kim et al., 2009; Luria et al., 2008). One of the purposes of this study
is to demonstrate that synoptic‐scale forcing and transport conditions play an important role in modulating
ambient air quality in DFW during an episode associated with the Atlantic Hurricane Irene which made
landfall in North Carolina in late August 2011.

Uncertainties in meteorological conditions, as well as errors in emissions, are the primary contributors to air
quality forecasting uncertainties (Chatani & Sharma, 2018; Gilliam et al., 2015). Uncertainties in transport
conditions represent a primary challenge in predicting urban air quality (Gilliam et al., 2015; Zhang et al.,
2007). Such uncertainties need to be carefully considered in air quality evaluations and policy decision‐
making (Bei et al., 2016; Gilliam et al., 2012; Ludwig & Shelar, 1978; Pielke, 1998). While meteorological
ensemble modeling has received much attention in both research and operational forecasting during the
past three decades (e.g., Palmer et al., 1992; Stensrud et al., 1999; Toth & Kalnay, 1997), the use of ensembles
of Eulerian dynamically generated meteorology‐air quality models to characterize uncertainties of air qual-
ity forecast has been lagging behind (e.g., Bei et al., 2014; Delle Monache et al., 2006; Delle Monache & Stull,
2003; Djalalova et al., 2010; Galmarini et al., 2013; Marecal et al., 2015; McKeen et al., 2005; Monteiro et al.,
2013; Vautard et al., 2009; Zhang et al., 2007). To achieve skillful probabilistic air quality forecasts, different
approaches were used to construct the ensemble, including using multiple air quality models (Delle
Monache & Stull, 2003; Djalalova et al., 2010; Galmarini et al., 2013; Marecal et al., 2015; McKeen et al.,
2005; Monteiro et al., 2013; Vautard et al., 2009), perturbing emissions (Delle Monache et al., 2006), and
perturbing meteorological conditions (Bei et al., 2014; Zhang et al., 2007). Perturbations to meteorological
fields are shown to be critical for probabilistic air quality forecasts to capture temporal and spatial variation
of pollutants such as O3 (Delle Monache et al., 2006). The meteorological fields predicted by the National
Weather Service operational Short‐Range Ensemble Forecast (SREF) system (Du et al., 2009) were found
by Gilliam et al. (2015) to be of good quality for examining the impact of meteorological uncertainties on
retrospective off‐line air quality simulations over the continental U.S. domain with a standalone chemical
transport model (i.e., the Community Multiscale Air Quality (CMAQ) model). In this study, an ensemble
air quality modeling system is set up by coupling SREF outputs and the Weather Research and
Forecasting (WRF) model with Chemistry (WRF/Chem; Grell et al., 2005) to assess the uncertainties in
urban air quality forecasting, particularly in forecasting urban plumes originating from DFW. Different
from CMAQ, WRF/Chem is an online air quality model. The advantages and disadvantages of off‐line
and online air quality models are discussed in depth in Hu (2008). Also, different from the retrospective
simulations of Gilliam et al. (2015), the SREF‐WRF/Chem ensemble system is executed in a prediction
mode without applying Four‐Dimensional Data Assimilation (FDDA) that constrains the simulated
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meteorological fields using observations, so as to examine the effect of
meteorological forecast uncertainties on urban air quality prediction.

The rest of this paper is organized as follows. Section 2 describes the
selected air pollution episode, observations, and design of deterministic
WRF/Chem simulations and the SREF‐WRF/Chem ensemble forecasting
system. Section 3 examines the contributing factors for the air pollution
event through the deterministic simulations and discusses impact of
uncertainties of meteorological fields on air quality forecasting using
SREF‐WRF/Chem outputs. Section 4 reviews previously reported impacts
of fronts on surface O3 and further discusses the different role of the front
revealed in this study on O3 formation associated with Atlantic hurri-
canes. Conclusions are summarized in section 5.

2. Data and Methods
2.1. Episodes and Observational Data

On 25–29 August, Hurricane Irene moved from east of Cuba to northeast-
ern United States. After making landfall at the North Carolina coast on 27
August, it moved more or less along the northeastern Atlantic coast of the
United States and eventually became an extratropical cyclone on 29
August, by which point its center was located near the New Hampshire
and Vermont border (Figure 1). Meanwhile, the DFW metropolitan area
experienced the most severe O3 pollution of the summer of 2011 (O3 in
August is shown in Figure 2a). On 27 August 2011, 19 out of 20 Texas
Commission on Environmental Quality (TCEQ) air quality sites in the
DFW metropolitan area recorded 8‐hr O3 averages of >75 ppbv (https://
www.tceq.texas.gov/cgi‐bin/compliance/monops/8hr_monthly.pl). The
TCEQ sites are part of the U.S. Environmental Protection Agency Air
Quality System (AQS). The Rockwall site on the east side of DFW
(Figure 3), experiencing a daily maximum of 8‐hr average O3 of 73 ppbv,
was the only site in the DFWmetropolitan area with maximum 8‐hr aver-

age O3 lower than 75 ppbv on 27 August; this day had the greatest number of sites experiencing unhealthy
levels of O3 during August of 2011. Revealing the contributing meteorological factors for this severe O3 pol-
lution event is the first goal of this study.

For comparison, air quality was comparatively good during 6–8 August 2011. The maximum O3 concentra-
tion on 8 August is near the monthly minimum (Figure 2a). During this period, the synoptic forcing is

steady, with a strong west‐to‐east pressure gradient supporting southerly
prevailing winds in Texas. This period was studied in Hu and Xue
(2016) in terms of inland penetration of the sea breeze and its impact on
the nocturnal urban heat island and secondary O3 maximum in DFW.

The periods of 25–27 August (referred to as the high‐ozone period here-
after) and 6–8 August 2011 (low‐ozone period) are selected for detailed
analyses in this study in terms of O3 air quality and the contributing fac-
tors using both observational data and model simulations, with particular
focus on 27 and 8 August. In addition to illustrating the temporal variation
of air quality, the O3 data at the 20 TCEQ sites around DFW (Figure 3) are
used to examine the spatial distribution in the metropolitan area.

The regional meteorological conditions are examined using the Surface
Weather Observations and Reports for Aviation Routine Weather
Reports (METAR) data archived by the Meteorological Assimilation
Data Ingest System (MADIS) of the National Oceanic and Atmospheric
Administration (NOAA). High Vertical Resolution Radiosonde Data at

Figure 1. Simulated O3 and wind fields in the first domain by the control
WRF/Chem deterministic simulation on (a) 25 and (b) 28 August 2011
overlaid with observed O3 concentration (shaded circles) at the U.S.
Environmental Protection Agency (EPA) air quality system (AQS) sites. The
official track of hurricane Irene on the eastern coast of United States is
marked.

Figure 2. Time series of (a) O3 and (b) temperature observed at the 20 TCEQ
sites in the DFW metropolitan area (see their locations in Figure 3) in the
month of August 2011. Two periods (i.e., 6–8 and 25–27 August) analyzed in
this study are marked. Periods of sunset to sunrise are shaded.
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Fort Worth (32.83508°N, 97.29794°W) are used to examine the boundary
layer structure; radiosonde data are only available at the standard obser-
vation times of 1200 UTC (0600 CST) and 0000 UTC (18 CST). The actual
radiosonde launch times can be ~1 hr before the official observation time,
while ascent of the sounding balloons can take up to an hour.

2.2. Three‐Dimensional Deterministic Simulations

Deterministic WRF/Chem simulations are first conducted to diagnose fac-
tors contributing to the severe O3 episode on 25–27 August 2011. One con-
trol simulation is conducted for each selected period (i.e., 6–8 and 25–27
August) with WRF/Chem version 3.7.1 (Grell et al., 2005). Here determi-
nistic means that no perturbation is introduced into the model initial or
boundary condition, as in ensemble forecasts described in next section.
Two one‐way nested domains (Figure 3a) are employed with horizontal
grid spacings of 12 and 4 km, respectively. Each domain has 48 vertical
layers extending from the surface to 100 hPa. The sigma levels and
middle‐layer heights of the lowest 20 model layers are shown in Table 1.
Both grids use the Dudhia shortwave radiation algorithm (Dudhia,
1989), the rapid radiative transfermodel (Mlawer et al., 1997) for longwave
radiation, Yonsei University planetary boundary layer scheme (Hong
et al., 2006), and the WRF Single‐Moment six‐class microphysics scheme
(Hong et al., 2004). The Noah land surface scheme (Chen & Dudhia,
2001) coupled with a single‐layer urban canopy model (Kusaka et al.,
2001) is used to simulate land surface processes. Such a configuration
was demonstrated to capture the thermodynamic and dynamic effects of
urban areas in the Southern Great Plains quite well (Hu et al., 2017; Hu
& Xue, 2016). The urban land use categories (Figure 3b) are derived from
the National Land Cover Data 2011 (Homer et al., 2015), in which the
urban land use is divided into three categories: low‐intensity residential
(31), high‐intensity residential (32), and commercial/industrial (33).

Since the National Centers for Environmental Prediction operational
Global Forecast System analysis was reported to have a cold bias resulting
from excessive moisture in the southeast Texas (Hu, Nielsen‐Gammon,
et al., 2010; Hu, Zhang, et al., 2010; Kim et al., 2011), the 0.7° × 0.7°

European Centre for Medium‐RangeWeather Forecasts ERA‐Interim reanalysis is used for initial conditions
(for both domains) and boundary conditions (for the outer domain) of meteorological variables. The bound-
ary conditions of the inner domain are obtained from the outer domain simulation through one‐way nesting.
To obtain the best meteorological fields for air quality diagnosis (Kim et al., 2010), the FDDA analysis
nudging procedure in WRF is applied. Temperature, water vapor, and wind variables are nudged toward
the analysis fields available at 6‐hourly intervals but linearly interpolated to the integration time steps.

The gas‐phase chemical reactions are simulated using the Regional Atmospheric Chemistry Mechanism
(Stockwell et al., 1997), which is implemented within WRF/Chem using the Kinetic Preprocessor (Sandu
et al., 2003). Hourly anthropogenic emissions of chemical species come from the 4 km × 4 km national emis-
sion inventory for year 2011. Biogenic emissions are calculated using the Model of Emissions of Gas and
Aerosols from Nature (MEGAN; Guenther et al., 2006). The simulations are initialized at 0000 UTC on 6
and 25 August and run for 84 hr. Our analysis will focus on 8 and 27 August 2011. The initial and boundary

Figure 3. (a) Domain configuration of WRF/Chem simulations with stage
IV average daily precipitation on 26 and 27 August 2011 showing in
shaded color and (b) the 20 TCEQ air quality sites in the DFWmetropolitan
area with the three urban land use categories (i.e., 31, 32, and 33) shaded.

Table 1
Sigma Levels and Midlayer Heights (m agl) of the Lowest 20 Model Layers

Sigma Levels 1.0 0.997 0.994 0.991 0.988 0.985 0.975 0.97 0.96 0.95
Middle‐layer heights 12 37 61 86 111 144 186 227 290 374
Sigma levels 0.94 0.93 0.92 0.91 0.895 0.88 0.865 0.85 0.825 0.8
Middle‐layer heights 459 545 631 717 826 958 1092 1226 1409 1640
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conditions for the chemical species are extracted from the output of the global model MOZART4 with a reso-
lution of 2.8° × 2.8° (Emmons et al., 2010).

Sensitivity simulations are designed to isolate/identify the impact of Hurricane Irene on the meteorological
conditions around DFW and the subsequent effects on the O3 pollution episode on 27 August 2011.
Approaches of (1) turning off latent heating from microphysics (referred to as no_mp_heating) (This option
in WRF turns off microphysics latent heating in both model domains. Such simulations are often called
“fake dry” simulations) and (2) lowering sea surface temperature (SST) over the Atlantic Ocean are adopted
in sensitivity simulations to suppress the development of the hurricane. The amplification of moist convec-
tion is driven by the release of latent heat through condensation (Houze & Betts, 1981). Turning off latent
heating in the microphysics scheme suppresses the development of moist convection (Hu, Fuentes, et al.,
2010; Juneng et al., 2007; Taraphdar et al., 2014; Yamamoto, 2012; Zhang et al., 2003), thus suppressing hur-
ricane development. During the 27 August O3 episode, precipitation associated with Hurricane Irene domi-
nated over the whole continental U.S. domain with daily mean precipitation on 26–27 August along the
eastern coast exceeding 100 mm/day and single‐point precipitation rate reaching ~300 mm/day
(Figure 3a) while precipitation in central United States or on the nested 4‐km grid is minimal. Thus, the
dominant effect of turning off latent heating is mainly Hurricane Irene and related circulations. Lowering
the SST reduces latent heat flux and sensible heat flux over the ocean, also suppressing hurricane develop-
ment (Fitzpatrick, 1997; Tory & Dare, 2015). In the sensitivity simulations, FDDA analysis nudging is turned
off to allow the hurricane to be suppressed through physics processes.

2.3. Ensemble Forecasting With the SREF‐WRF/Chem Ensemble System

Ensemble forecasting is conducted with the SREF‐WRF/Chem system to quantify the impact of meteorolo-
gical uncertainties on air quality prediction on 27 August 2011. The SREF system was developed by the
National Centers for Environmental Prediction of the U.S. National Weather Service for regional ensemble
weather forecasting (Tracton et al., 1998) and the system has been operational at National Centers for
Environmental Prediction since 2001 (Du & Tracton, 2001). In 2011, SREF consisted of 21 ensemble mem-
bers using four weather predictionmodels: the Eta model (Black, 1994; Janjić, 1990), the Advanced Research
WRF (ARW; Skamarock et al., 2008), the Nonhydrostatic Mesoscale Model (NMM) version of WRF, and the
Regional Spectral Model (RSM; Juang & Kanamitsu, 1994). Each model was used for a certain number of
ensemble members, and the members had different initial and boundary condition perturbations. The grid
spacings of the SREF members were between 32 and 35 km. The SREF system was run 4 times each day
starting from 03, 09, 15, and 21 UTC. A more detailed description of SREF can be found in Gilliam et al.
(2015). Due to compatibility issues with WRF/Chem, only 12 SREF members are used in this study to drive
WRF/Chem forecasting (i.e., using the SREF outputs to provide initial and boundary meteorological condi-
tions). These 12 SREF members used the WRF‐ARW, Eta, and WRF‐NMM models with perturbed initial
conditions (see Table 2). The SREF‐WRF/Chem ensemble system is applied in a free forecast mode without
FDDA nudging. The SREF forecast cycle initialized at 2100 UTC (15 CST) 26 August 2011 is used to initialize

Table 2
Details of the 12 SREF Members Used in the SREF‐WRF/Chem Ensemble Systema

ap1, p2, n1, and n2 represent the two positive and negative perturbations of each SREF model (Gilliam et al., 2015).
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theWRF/Chem predictions into 27 August to allow enough time for solution spin‐up on the high‐resolution
4‐km grid, while still keeping the forecast length short enough for better forecast accuracy.

3. Results
3.1. Synoptic Meteorological Forcing

The large‐scale meteorological forcing for the two selected periods is first examined. During the 25–27
August high‐ozone episode, a high‐pressure center persisted at 500 hPa over west of the Southern Great
Plains (including Oklahoma and Texas) and southwest United States (including New Mexico and
Arizona). In the atmospheric boundary layer (e.g., at 900–950 hPa), a high‐pressure center moved into the
central Great Plains and a high‐pressure ridge extended into northern Texas (Figure 4b). Consequently, a
surface front formed in the Southern Great Plains and became stationary in the northeastern corner of
Texas on 27 August 2011 (Figure 5b). A similar high‐pressure ridge also showed up in eastern Texas on
the high‐ozone days during the second Texas Air Quality Study (TexAQS II) period in the summer of 2006
(Wilczak et al., 2009). In contrast, during the low‐ozone period (i.e., 6–8 August), the high pressure at
950 hPa (part of the Bermuda High) extended west from the Atlantic Ocean to the Gulf of Mexico
(Figure 4a), which supported the southerly or southwesterly boundary layer flows over Texas (Figures 4a
and 6a). This pressure pattern is similar to the composite pressure field calculated by Wilczak et al. (2009)
for low O3 periods in eastern Texas. The surface wind observations archived in the MADIS data confirmed
the above analyzed flow patterns for the two periods, with strong southerly winds in eastern Texas on 8

Figure 4. Simulated geopotential height and wind fields at 950 mb at 1200 UTC on (a) 8 August and (b) 27 August 2011.
Dallas is marked with a star.

Figure 5. Weather maps at 1200 UTC on (a) 8 August and (b) 27 August 2011, which were prepared and archived by the Hydrometeorological Prediction Center of
the National Centers for Environmental Prediction (http://www.wpc.ncep.noaa.gov/dailywxmap/).
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Figure 6. MADISMETAR observation at 1200UTC on (a) 8 August and (b) 27 August 2011. The red dots indicate the loca-
tions of the TCEQ air quality sites in the DFW metropolitan area.

Figure 7. (top)Wind speed and (bottom) convergence simulated by the control simulations at 1200 UTC on (left) 8 August
and (right) 27 August 2011. Simulated wind vectors are overlaid.
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August (Figure 6a) and a confluence line associated with the stationary front west of DFW on 27 August
2011 (Figure 6b).

3.2. Diagnosing Factors Contributing to the Severe O3 Episode Using Simulation Experiments
3.2.1. Analysis of the Control Simulations for the Selected Two Periods
The control WRF/Chem deterministic simulations capture the observed surface wind patterns on 8 and 27
August quite well. Uninterrupted southwesterly flow over Texas is simulated on 8 August (Figure 7), and a
persistent northwest‐southeast oriented confluence line is simulated around DFW on 27 August with wind
direction transition from easterly (northeast of the confluence line) to southwesterly (southwest of the con-
fluence line) across the line. Such deformational flows produce strong convergence and a stagnation zone
with low wind speeds along the confluence line. The location of the confluence line (Figure 7) matches
the location of the observed front (Figures 5b and 6b). These results indicate that the stationary front led
to a deformation field, which induced a low wind speed zone west of DFW on 27 August. Such a low wind
speed zone is referred to as the “dead zone” by McNider et al. (2005).

The confluence zone along the sea/lake/bay breeze head has been reported to play an important role in near‐
surface pollution events in many places around the world, such as Los Angeles (Angell et al., 1972), cities
around the Lake Michigan (Lyons et al., 1995), Mid‐Atlantic United States (Martins et al., 2012; Stauffer
et al., 2015; Stauffer & Thompson, 2015), Houston (Banta et al., 2005; Bao et al., 2005; Darby, 2005; Zhang
et al., 2007), and Beijing (Miao et al., 2015). To the best of our knowledge, however, identification of the dead
zone associated with fronts and confirmation of its impact on air quality have not been discussed in
prior literature.

Figure 8. Spatial distribution of (top) CO and (bottom) O3 plumes on (left) 8 August and (right) 27 August 2011 simulated
by the control deterministic simulations. The observed O3 values at the EPA AQS sites are indicated by shaded circles.
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The impact of the confluence zone induced by the stationary front on air quality in DFW is illustrated in
Figure 8. Model simulations successfully capture urban plumes originating from DFW, in terms of the spa-
tial distributions of observed O3 at TECQ sites for both episodes. On 8 August, when the
southerly/southwesterly winds were not interrupted bymesoscale weather systems such as fronts, the plume
of carbon monoxide (CO, a primary pollutant) from the DFW extended far downwind into Oklahoma. As a
consequence, the O3 plume (produced through photochemical reactions among the primary pollutants in
presence of sunlight) also extended into Oklahoma (Figure 8). These results corroborate the conclusions
of Klein et al. (2014) that interstate transport may have contributed to the air pollution in Oklahoma in cer-
tain circumstances. However, since the urban plume from DFW is stretched thin on 8 August 2011, the con-
centrations of the primary pollutants are low and O3 formation is relatively low. Thus, the O3 concentration
in the DFW metropolitan area is relatively low on this day (Figure 8). The flow and air quality pattern of 8
August falls into the scenario of a low O3 “breeze” over the Southern Great Plains that occurs when the
Bermuda High prevails, as reported by Zhu and Liang (2013).

In contrast, with the northwest‐southeast oriented stationary front persisting in the southwest of DFW on 27
August, the primary pollutants are confined and accumulated in the vicinity of DFW (as indicated by CO in
Figure 8) in presence of northerly/northeasterly wind over DFW. As a result, afternoon O3 formation in the
pollutant plume from DFW is substantial, with boundary layer O3 reaching ~110 ppbv (free troposphere O3

is often around 50–60 ppbv). Sustained moderate northerly winds in the afternoon in DFW cause a short,
southward O3 plume, that is, high O3 concentration in the southern part of the metropolitan area. The dis-
tinct O3 plumes confirm that local O3 production plays an important role in O3 exceedances in DFW, which
is consistent with the results of Kim et al. (2009), which suggest that O3 production from local emissions may
contribute as much as ~50 ppbv to daytime O3 in DFW. Figure 8 also illustrates that winds dictate the dis-
persion direction and extent of primary pollutants, which further determine the subsequent O3 formation
and the spatial distribution of O3 concentration in the DFWmetropolitan area, corroborating the conclusion
of Hudak (2014) that population and vehicle miles traveled play less important roles than wind in modulat-
ing the O3 distribution in DFW.

In addition to the dominant pollution plumes in the DFWmetropolitan area, there are a few easily discern-
able plumes east of DFW; surface CO concentrations indicate that these emission plumes originate from
urban areas such as Mount Pleasant, Carthage, Tyler, and Shreveport. Kim et al. (2011) previously also
reported dominant nitrogen oxide sources from the power plants near Mount Pleasant and Carthage.
These emission sources lead to discernable O3 plumes. At 1800 UTC (1200 CST), 27 August, the O3 plume
originating from Mount Pleasant already extends into the DFW metropolitan area, partially contributing
to this DFW O3 pollution episode.

Figure 9. Contribution to O3 accumulation over the DFW metropolitan area by different processes, including vertical
advection (advz), horizontal advection (advh), vertical mixing (vmix), and chemical reactions (chem) at 1800 UTC on
(a) 8 August and (b) 27 August 2011.

10.1029/2018JD029791Journal of Geophysical Research: Atmospheres

HU ET AL. 1949



Process analysis is conducted to further examine the contribution of var-
ious processes to the boundary layer O3 accumulation in the DFWmetro-
politan area. For both episodes, during late morning through early
afternoon, chemical production dominates, compared to other processes
such as advection and vertical mixing, in the increase of the boundary
layer O3 (Figure 9). However, chemical production in the boundary layer
on 27 August (~25 ppbv/hr) is more pronounced than on 8 August
(~10 ppbv/hr), presumably due to different accumulation of primary pol-
lutants as discussed above. Note that chemical reactions produce O3 in the
middle to upper boundary layer but decrease O3 near the surface
(Figure 9) because surface emission of nitric oxide (NO) acts to quickly
remove O3 near the surface through the titration process, while complex

chemical reactions involving nitric oxides and volatile organic compounds start to produce O3 at higher alti-
tudes (Hu et al., 2012; Sillman, 1999). Once O3 is produced in the middle of the boundary layer, vertical mix-
ing processes disperse it upward through the upper boundary layer and downward to the surface. Thus,
vertical mixing contributes positively to O3 accumulation near the surface but negatively in the middle of
the boundary layer (Figure 9).

Time series of O3 in the DFWmetropolitan area and vertical profiles observed by radiosondes at Fort Worth
are also used for evaluation of the control WRF/Chem simulations. The model captures daytime O3 and the
difference between the high‐O3 and low‐O3 periods quite well (Figure 10), with a high correlation coefficient
of 0.9 and a low bias of−2.1 ppbv (Table 3). However, the model underestimates the nighttime O3 during the
high‐O3 episode when the background wind is relatively weak. The mean bias of simulated nighttime O3 is
−13.3 ppbv (Table 3). The model simulates zero O3 concentration at some sites while observations indicate
certain levels of O3. Urban O3 on low wind nights is dictated by removal processes (i.e., NO titration and dry
deposition) and downward transport (Klein et al., 2014; Kulkarni et al., 2015). The substantial low O3 bias on
the nights of 26–28 August indicates that surface O3 is excessively depleted by the titration reaction and/or
dry deposition while the downward transport of richer O3 upper layer air is too weak on the relatively stable
night in the model simulation. Overly weak downward transport of O3 during stable nights is presumably
due to underestimated vertical mixing for chemical species in WRF/Chem (Matichuk et al., 2017; Pleim
et al., 2016). Due to the deficiency in the coupling between the meteorological and chemical components
in WRF/Chem, nonlocal mixing and entrainment processes are neglected for chemical species (Hu et al.,
2012; Hu, Klein, & Xue, 2013; Pleim, 2011), resulting in an underestimate of nighttime downward transport
of richer O3 in WRF/Chem, particularly on relatively stable nights.

The radiosondes at ~0000 UTC (1800 CST) at Fort Worth are used to eval-
uate the simulated convective boundary layer structures in late afternoon
on 8 and 27 August 2011 (Figure 11). The boundary layer top can be iden-
tified from the profiles of both meteorological and chemical profiles. The
boundary layer heights are ~2 to 2.5 km on 8 and 27 August. WRF/Chem
successfully captures the observed boundary layer structures in terms of
meteorological variables (with a slight underestimation of boundary layer
height on 8 August). Simulated O3 formation in the boundary layer on 27
August is prominent, while boundary layer O3 formation on 8 August is
weak and the boundary layer O3 is even lower than that in the free tropo-
sphere. Unfortunately, no O3 data are available in the soundings for eva-
luation of the simulated O3 profiles.
3.2.2. Diagnosing the Role of Hurricane Irene Using
Sensitivity Simulations
GivenWRF/Chem's satisfactory performance during the two selected per-
iods, the no_mp_heating sensitivity WRF/Chem simulation, which turns
off latent heating from microphysics, was conducted for 25–27 August
2011 to investigate the impact of Hurricane Irene on meteorological con-
ditions and the resulted O3 formation over north central Texas. With

Figure 10. Observed and simulated O3 concentration in the DFWmetropo-
litan area during (a) 7–9 August and (b) 26–28 August 2011. Periods of
sunset to sunrise are shaded.

Table 3
Statistics Evaluation for the Simulated O3 at the 20 Air Quality Sites in the
DFW Metropolitan Area During the Two Selected Periodsa

Metrics Overall Day (7‐18CST) Night

Mean obs 44.416 54.527 34.653
Mean sim 36.603 52.425 21.329
Number of data 2956 1452 1504
corr 0.83 0.90 0.54
MB −7.812 −2.102 −13.325
MAGE 11.888 8.331 15.322
RMSE 16.615 11.206 20.526
NMB −17.6% −3.9% −38.5%

aThe statistical metrics include correlation coefficient (corr), mean bias
(MB), mean absolute gross error (MAGE), root‐mean‐square error
(RMSE), and normalized mean bias (NMB). Formulas for these metrics
can be found in Seigneur et al. (2000). These statistical metrics are com-
monly used in numerical model evaluations (e.g., Han et al., 2008; Hu,
Klein, & Xue, 2013; Yu et al., 2006; Zhang et al., 2014). The statistics are
calculated for all the hours, daytime only, and nighttime only.
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condensation latent heating turned off, the hurricane is greatly suppressed in terms of size and intensity
(Figures 12b and 12d). The lateral boundary conditions, however, are the same between the sensitivity
and control simulation, and thus, the lateral boundary conditions may still provide forcing to produce a
vortex in the domain. With a suppressed hurricane, a high‐pressure area in the southeast part of the
domain forms, which supports strong southwesterly flow over DFW, similar as the normal condition
when the Bermuda High prevails. The strong southwesterly flow leads to a high dispersion over DFW and
transports the emission plume far downward to Oklahoma (Figure 13b). As a result, O3 production is

Figure 11. Vertical profiles of wind speed, potential temperature, water vapor mixing ratio, and O3 at Fort Worth on (top)
8 August and (bottom) 27 August 2011.

Figure 12. Simulated (top) geopotential height and (bottom) wind speed at 950 mb at 1200 UTC on 27 August 2011 by
(left) the control and (right) no_mp_heating simulation. Simulated wind vectors are overlaid and Dallas is marked with
a star on each panel.
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Figure 13. Spatial distribution of (top) CO and (bottom) O3 plumes on 27 August 2011 simulated by (left) the control and
(right) no_mp_heating simulations.

Figure 14. Simulated (top) geopotential height and (bottom) wind speed at 950 mb at 1200 UTC on 27 August 2011 by
(left) the control and (right) “lower SST” simulation. Simulated wind vectors are overlaid and Dallas is marked with a
star on each panel.
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much weaker and the mixing ratio in the O3 plume from DFW is only ~80 ppbv (Figure 13d), compared to
~110 ppbv in the control simulation (Figure 13c).

Another approach to isolate the impact of Irene is to suppress it through lowering SST over the Atlantic
Ocean only. By lowering SST over the Atlantic Ocean by 8 K from 22 August when Irene is still in its early
stage, the Hurricane Irene barely develops. Hurricane Irene is virtually gone on 27 August 2011 and
Bermuda High extends westward into the Southern Great Plains as in the typical summer days
(Figure 14). The southerly/southwesterly winds over Dallas on the west flank of the Bermuda High lead
to good dispersion conditions as on normal summer days (Figure 14d). As a result, primary pollutants such
as CO are dispersed as far as Oklahoma and O3 formation over Dallas is weak (figure not shown). Note that
we tested lowering SST over the Atlantic Ocean from 22 August by 5 K; a vortex still develops.

3.3. Examining the Impact of Meteorological Uncertainties on O3 Prediction Using
Ensemble Forecasts

Given the importance of meteorological fields (particularly transport) onmodulating O3 plumes as discussed
above, errors in meteorological fields should play a very important role in inducing uncertainties to O3 pre-
diction. Quantifying the uncertainties of air quality prediction caused by uncertainties of meteorological
fields is important for air quality evaluations and policy decision‐making (Gilliam et al., 2012; Ludwig &
Shelar, 1978; Pielke, 1998). Thus, the SREF‐WRF/Chem ensemble system is run from the 2100 UTC 26

Figure 15. Ozone concentration and wind fields at 1900 UTC (1300 CST) on 27 August 2011 predicted by the SREF‐WRF/
Chem ensemble members. Dallas is marked with a star.
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August SREF initial conditions for assessing O3 prediction uncertainties on 27 August 2011. All members
predict a northwest‐southeast oriented region of low wind speed near DFW on this day, as in the control
simulation discussed in the previous section and their distance from DFW is slightly different (figure not
shown). At 1900 UTC (1300 CST) 27 August, most ensemble members predict a prominent O3 plume
from DFW except members 2 and 5 (Figure 15). In a few members (e.g., members 2, 5, and 11), there are
prominent O3 plumes from urban areas such as Shreveport, Mount Pleasant, and Tyler east of DFW,
which extend into the DFW area. Thus, these urban emissions may contribute to O3 pollution in the
DFW area under certain meteorological conditions (e.g., easterly wind).

The capability of the ensemble mean to capture the maximum, minimum, and median O3 among the 20 air
quality sites around DFW is compared with the control deterministic simulation (Figure 16). Note that there
are a few differences between the ensemble simulations and the control deterministic simulation. The 2100
UTC 26 August SREF initial conditions used by the ensembles did not have the benefit of 0000 UTC 27
August sounding and other observations, as in the deterministic simulations using European Centre for
Medium‐Range Weather Forecasts analysis as initial and nudging conditions; also, the ensemble forecasts
are purely free forecasts without FDDA nudging while the control deterministic experiment of the previous
section is run in a retrospective mode with FDDA nudging. Both the ensemble mean and control determi-
nistic simulation perform similarly, capturing the minimum and median O3 at the 20 sites. They accurately
capture daytime median O3 (Figure 16b), while slightly underestimating the daytime minimum O3

(Figure 16a). During nighttime, both of them underestimate O3, presumably due to the deficiency of the cou-
pling between meteorological and chemical components in WRF/Chem mentioned earlier. The underesti-
mation of nighttime O3 increases with increasing forecast lead time into the second night. The ensemble
mean and control deterministic simulation perform markedly differently for daytime maximum O3 over
DFW. The deterministic simulation significantly overestimates maximum O3 (by >20 ppbv) while the
ensemble mean slightly underestimates daytime maximum O3 on 27 August (Figure 16c). Given the differ-
ent plume directions from different members (Figure 15), the ensemble mean has the effect of smoothing out
the local extreme O3 values.

In contrast to the daytime statistical O3 values (i.e., median, maximum, minimum) in the DFWmetropolitan
area, for which the SREF‐WRF/Chem ensemble prediction system performs well with high consensus, the
system gives a large spread in terms of O3 plume direction. Certain individual members (e.g., member 2)
have distinctly different DFW O3 plumes from other individual members (Figure 15). The ensemble mean
shows the capability to roughly capture the DFW O3 plume (see the example at 1400 CST in Figure 17a).
Even though the ensemble predicts the location of the extreme O3 values (>100 ppbv) in the DFWmetropo-
litan area slightly displaced (Figure 17b), the ensemble shows a better capability to capture the location of
less extreme O3 values (e.g., >90, >80 ppbv; Figures 17c and 17d). The ensemble captures most of the sites
with O3 values >80 ppbv with high percentage chances; that is, most members capture those O3

values/locations, except the ensemble misses two sites over the northeast of DFW (Figure 17d). When the
DFW O3 plume moves southwest in this afternoon, the ensemble has ability to capture the leading edge
of the plume, but the O3 concentrations in the rear of the plume decrease too quickly. At the leading edge,
O3 experiences an increasing stage; while in the rear of the plume, O3 experiences a decreasing stage in its
diurnal cycle. This indicates that the model has a better capability to capture the increasing stage in the

Figure 16. (a) Minimum, (b) median, and (c) maximum O3 concentration at the 20 air quality sites in the DFWmetropo-
litan area observed and predicted by the control deterministic simulation and SREF‐WRF/Chem ensemble mean.
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Figure 17. (a) Ensemble mean O3 overlaid with observed O3mixing ratios (shaded circles) in the DFWmetropolitan area,
and percentage chance of the ensemble to simulate O3 values over three threshold values, that is, (b) >100, (c) >90,
and (d) >80 ppbv, with the observedO3 over the individual threshold indicated by the blue circle. Urban land use is shaded
in gray in (b–d).

Figure 18. (a) Simulated and (b) observed locations and number of occurrences of maximum O3 concentration in the
DFW metropolitan area at each hour in the afternoon (i.e., 1200–1700 local time) of 27 August 2011.
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O3 diurnal cycle, while it has a lower capability to capture the decreasing stage in the O3 diurnal cycle (i.e.,
the model predicts an overly quick decrease), as also seen in the time series in Figure 16.

Maximum hourly O3 concentrations at the air quality sites in the DFW metropolitan area also indicate that
the ensemble captures the direction of the O3 plume in the afternoon of 27 August. The observed and simu-
lated locations with the maximum hourly O3 concentration at the 20 air quality sites around DFW at each
hour from 1200 to 1700 CST are shown in Figure 18. These locations roughly indicate the direction of O3

plumes. The observations indicate that the O3 plumes from DFW extend to southwest during the afternoon
of 27 August (Figure 18b). While certain individual members predict the O3 plume to extend to the east and
west of DFW, most members predict a similar plume direction as in the observations (Figure 18a). These
results indicate that ensemble mean likely provides a better prediction for the direction of the pollutant
plume than a randomly picked individual member. Improved prediction regarding the spatial distribution
of pollutants can provide air quality information at a subcity scale for use in public health analyses and
design of pollution mitigation strategies (Hudak, 2014).

4. Discussions of the Different Impacts of Synoptic Fronts on Surface O3

Impacts of synoptic fronts on ambient air quality have been investigated in a few previous studies. Previously
reported mechanisms/impacts are, however, not applicable to explain the severe O3 pollution in DFW on 27
August 2011. Strong, fast‐moving wintertime kata fronts were reported to be capable of transporting strato-
spheric O3 down to the surface, increasing surface O3 by ~6 ppbv (Kunz & Speth, 1997). Nighttime thunder-
storm gust fronts were shown by Darby et al. (2002) to be able to transport residual layer O3 to the surface
and cause a sharp rise in surface O3. Hu, Klein, Xue, Shapiro, et al. (2013) examined the impact of nocturnal
cold front passages on near‐surface O3 concentration in Oklahoma. The vertical O3 gradient is positive at
night due to the titration reaction and dry deposition. During a nocturnal cold front passage, vertical mixing
is enhanced due to enhanced vertical wind shear. Consequently, O3‐rich upper layer air is transported to the
surface, leading to a nocturnal secondary O3 maximum (Hu, Klein, Xue, Shapiro, et al., 2013). The impact of
a change in the frequency of cold fronts associated with midlatitude baroclinic cyclones on U.S. air quality is
investigated by Leibensperger et al. (2008). Cold fronts often push polluted continental air out over the
Atlantic and replace it with cleaner air, thus improving air quality in United States. A recent decline in fre-
quency of cold fronts may have offset some of the improvement of ambient air quality in United States
(Leibensperger et al., 2008). None of those mechanisms/impacts, however, can explain the severe O3 pollu-
tion during the daytime of 27 August 2011, ~40 ppbv higher than the more typical low‐O3 day.

For the case of 27 August 2011, the passage of the Hurricane Irene interrupted the Bermuda High in the
Atlantic and helped a boundary layer high‐pressure center over the Northern Plains to draw air southward
over the eastern United States. Consequently, a front moved into Texas and persisted near DFW. The stag-
nant zone associated with the stationary front confined the urban plume fromDFW and led to a high‐O3 epi-
sode. Coincidences between passages of the Atlantic Hurricanes and O3 episodes in the DFW area (as well as
other metropolitan areas nearby in the Southern Great Plains, e.g., the Oklahoma City) have also been found
for other instances, including Hurricane Debby on 22–27 June 2012 and Hurricane Ernesto on 1 September
2006 (Hu, Zhang, et al., 2010; Nielsen‐Gammon et al., 2010). Hurricane Ernesto is very similar to Hurricane
Irene. Its landfall in North Carolina on 1 September 2006 brought a dead zone to the southwest of DFW (see
Hu, Zhang, et al., 2010, Figure 2) and led to severe O3 pollution. However, the impact of this Hurricane on
the severe O3 pollution in DFWwas not previously realized or documented (Hu, Zhang, et al., 2010; Nielsen‐
Gammon et al., 2010; Parrish et al., 2009). As shown in the supporting information,WRF/Chem experiments
are also conducted for this hurricane, which further confirms the role of Hurricane Ernesto in inducing a
northwest‐southeast oriented dead zone southwest of DFW, and the subsequent severe O3 pollution over
the DFW metropolitan area.

While the two cases (i.e., Irene and Ernesto) examined in this study demonstrated that Atlantic hurricanes
can modify large‐scale atmospheric circulations leading to flow stagnation and subsequent severe O3 pollu-
tion over DFW, the presence of an Atlantic hurricane does not necessarily always induce flow stagnation in
the area given the wide range of hurricane behaviors and paths (Evans et al., 2011). Many questions remain,
such as the impacts of hurricanes with different sizes, strength, and paths, climatological correlation
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between O3 pollution and dead zones over DFW with the presence of hurricane. There may be many dead
zone situations that are not related to an Atlantic hurricane. Full climatological studies are needed to answer
some of the questions.

5. Conclusions

A severe O3 pollution event on 27 August 2011 in the Dallas‐FortWorth (DFW)metropolitan area associated
with the passage of Hurricane Irene along the eastern Atlantic coast is investigated in this study using obser-
vations from Meteorological Assimilation Data Ingest System, High Vertical Resolution Radiosonde Data,
and TCEQ, and simulations with the WRF/Chem model. The passage of the Hurricane interrupted the
Bermuda subtropic high in the Atlantic and helped a boundary layer high‐pressure center over the
Northern Plains to draw air southward over eastern United States. Consequently, a northwest‐southeast
oriented front moved into Texas and became stationary and persisted west of DFW.Winds transitioned from
easterly/northeasterly to southwesterly across the front. In the transition zone, the flow was nearly stagnant.
The stagnant zone blocked and confined the pollutant plume from DFW, leading to accumulation of pri-
mary pollutants and prominent boundary layer O3 formation. Emission sources from a few urban areas east
of DFW as well as power plants near Mount Pleasant and Carthage also partially contributed to this DFWO3

pollution episode. Such a scenario on 27 August is in contrast to the typical summer days (e.g., 8 August
2011), on which southerly winds along the west edge of the Bermuda High prevail over the Southern
Great Plains and the pollutant plumes from DFW are widely dispersed, leading to formation of light O3

plumes. Different efficiency of midday O3 production through chemical reactions during the two episodes
is confirmed by process analyses. Sensitivity WRF/Chem simulations suppressing the hurricane confirms
the role of Hurricane Irene breaking down the Bermuda High and inducing a dead zone and the subsequent
severe O3 pollution in the DFW metropolitan area. These analyses suggest that meteorological conditions,
particularly wind transport, play an important role in modulating the characteristics (e.g., concentration,
direction) of O3 plumes.

Given the importance of meteorological fields (particularly transport) on modulating O3 plumes, forecast
errors in meteorological fields should play a very important role in inducing uncertainties in O3 prediction,
which is important to consider in air quality evaluations and policy decision‐making. Thus, a 12‐member
SREF‐WRF/Chem ensemble air quality forecasting system is demonstrated (by driving the WRF/Chem
model using the SREF ensemble initial and boundary conditions) and run to assess the impact of meteoro-
logical uncertainties (particularly wind transport uncertainties) on urban air quality forecasting. While the
ensemble system performs well in capturing the daytime O3, it underestimates nighttime O3 presumably due
to the deficiency in the coupling between meteorological and chemical components in the WRF/Chem
model. In contrast to the well‐captured statistical O3 values (i.e., median, maximum, and minimum) in
the DFWmetropolitan area during the day, the SREF‐WRF/Chem ensemble prediction system gives a large
spread in predicted O3 plume direction. The ensemble gives a more reliable depiction of plume direction
than any single member, which is critical for public health analysis.
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