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1. INTRODUCTION       * 
The development of high-resolution nonhy-

drostatic models and the rapid increase of com-
puter power are making the explicit prediction of 
thunderstorms a reality (Droegemeier 1990; Lilly 
1990; Droegemeier 1997; Xue et al. 2003, X03 
hereafter). Data assimilation plays an important 
role in providing an accurate initial condition for 
the model forecast. The operational US WSR-
88D Doppler radar network (Crum and Alberty 
1993) is a key source of data for initializing storm-
scale numerical weather prediction (NWP) mod-
els as it the only operational platform capable of 
providing observations of spatial and temporal 
resolutions sufficient for resolving convective 
storms. 

The analysis of radar data to arrive at a com-
plete set of initial conditions for a NWP model is 
challenging, because radars only observe a very 
limited set of parameters, the most important be-
ing the radial velocity and reflectivity. Their spatial 
coverage is often incomplete. To determine at-
mospheric state variables that are not directly 
observed, certain retrieval or assimilation tech-
niques have to be used. 

Four-dimensional variational (4DVAR) data 
assimilation, which obtains a full set of model ini-
tial conditions that provides the best fit between 
the model solution and radar observations within 
a time (assimilation) window, is considered ideal 
for this purpose. Some encouraging 4DVAR re-
sults with both simulated and real radar data have 
been obtained by, for example, Sun et al. (1991; 
1997; 1998). On the other hand, the complexity of 
developing and maintaining the adjoint code 
needed by a 4DVAR system and the high compu-
tational cost of 4DVAR technique for high-
resolution applications are limiting its use in re-
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search and operation.  Another relatively new 
technique is the ensemble Kalman filter (EnKF) 
method, which has been shown recently to pro-
duce single-Doppler radar analyses of thunder-
storms that are of similar quality as the 4DVAR 
analysis (Snyder and Zhang 2003; Tong and Xue 
2004; Zhang et al. 2004). While also expensive 
because of the need for running an analysis and 
forecast ensemble of significant sizes, EnKF 
method enjoys the simplicity in implementation 
and is much more flexible. 

Other simpler, yet faster, methods exist that 
attempt to retrieve unobserved variables from the 
radar data. The retrieved state variables can then 
be analyzed into the model initial conditions. The 
wind retrieval methods include the so-called sim-
ple adjoint method (Qiu and Xu 1992; Qiu and Xu 
1994; Xu et al. 1994; Gao et al. 2001) and two-
scalar method of Shapiro et al. (1995), among 
others. The former employs a simple prognostic 
equation and its adjoint to determine the advec-
tive winds that produce the best fit between the 
predicted and observed radial velocity and/or re-
flectivity. The latter method is based on the con-
servation of two scale quantities and is demon-
strated by Weygandt et al. (2002a). Additionally, 
the retrieved three-dimensional wind fields at 
more than one time level can be used to retrieve 
additionally thermodynamic fields (Gal-Chen 
1978). The retrieved fields can then be combined 
via an analysis procedure, as is done in Wey-
gandt et al. (2002b). Such multi-step procedures 
have the advantages of being able to make use 
of multiple radar volume scans in an inexpensive 
way, but the involvement of multiple steps and 
the use of retrieved instead of direct observations 
make the optimality of analysis difficult to impose. 

Another alternative is to analyze the radial ve-
locity data directly via a three-dimensional varia-
tional (3DVAR) analysis procedure. Certain dy-
namic or equation constraints can be built into the 
3DVAR cost function with relative ease. Such a 
system has been developed within the ARPS 
model (Xue et al. 1995; 2000; 2001) framework 
and documented in Gao et al. (2002; 2004). It is 
used in this study to analyze radial velocity and 
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other conventional observations. The 3DVAR 
method is theoretically less optimal than 4DVAR 
but computationally much faster. We assimilate 
multiple radar volume scans by performing inter-
mittent assimilation cycles. 

The inclusion of reflectivity data into a 3DVAR 
system for the purpose of thermodynamic and 
microphysical retrievals and analysis is not 
straightforward, because the problem is underde-
termined. Semi-empirical rules can be used to aid 
the analysis of these fields. This is done within 
the ADAS (ARPS Data Analysis System, Brew-
ster 1996) cloud analysis procedure, which has 
evolved from that used in the Local Analysis and 
Prediction System (LAPS, Albers et al. 1996) 
cloud analysis with previous modifications docu-
mented by Zhang et al (1998) and Zhang (1999) 
The cloud analysis procedure has been included 
in the ARPS 3DVAR analysis systems. In X03 the 
Bratseth-based (Bratseth 1986) ADAS analysis 
scheme combined with the cloud analysis is ap-
plied to the March 28, 2000 Fort Worth tornado 
case. Level-III (NIDS) reflectivity data are assimi-
lated at 15 minute intervals in that work. While the 
results are encouraging, significant discrepancies 
in the predicted storms are noted in the paper. In 
this work, as an attempt to improve the assimila-
tion and forecast, we replace the ADAS analysis 
scheme with the ARPS 3DVAR system and as-
similate the radial velocity data directly, with the 
inclusion of a 3D mass continuation equation as a 
constraint to the wind fields. We employ an im-
proved version of the cloud analysis that includes 
a different scheme for temperature adjustment in 
the cloud regions and modifications to other parts 
of the procedure. In addition, we use the more 
accurate full-volume Level II instead of the Level 
III data that are of reduced accuracy and only 
include the 4 lowest tilts of data. 

We firstly focus on the use of radial velocity 
data via the 3DVAR procedure. We then examine 
the impact of improved cloud analysis procedure 
and each modification individually. The organiza-
tion is as follows. In Section 2, we briefly intro-
duce the ARPS 3DVAR system, including the 
important aspects of radial velocity analysis and 
the mass continuity constraint. In Section 3, the 
previous cloud analysis scheme and the modifica-
tions to it are described in detail. In Section 4, we 
describe the tornado outbreak case and the de-
sign of experiments for determining the impact of 
radial velocity data, the improved cloud analysis 
and each modification. The detailed results are 
presented in Section 5. A summary is provided in 
Section 6. 

2. THE ARPS 3DVAR SYSTEM 

a. The basic scheme 

Following Gao et al. (2004), the standard cost 
function of 3DVAR can be written as 
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where the first term on the right hand side meas-
ures the departure of the analysis vector, x, from 
the background, xb, weighted by the inverse of 
the background error covariance matrix B. In the 
current ARPS 3DVAR system, the analysis vec-
tor x contains the three wind components (u, v, 
and w), potential temperature (θ), pressure (p) 
and water vapor mixing ratio (qv). The second, 
observation term, measures the departure of the 
analysis from the observation vector yo. The 
analysis is projected to the observation space by 
the forward operator, H, and the observation term 
is weighted by the inverse of observation error 
covariance matrix R. cJ represents dynamic or 
equation constraints. 

Transforming control variables from x to v, 
according to ( )b= −Bv x x , the standard cost 
function is changed into incremental form: 
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where H is the linearized version of H 
and ( )o bH≡ −d y x . In the current system, the 
cross-correlations between variables are not in-
cluded in the background error covariances. The 
background error correlations for single control 
variables are modeled by a recursive spatial filter. 
The observation errors are assumed to be uncor-
related, that is, R is a diagonal matrix, and its 
diagonal elements are specified according to the 
estimated observation errors. 

Considering different data types represent 
very different spatial scales, ARPS 3DVAR allows 
the use of multiple analysis passes, with each 
one using different data types and filter scales. 

b. Radar radial velocity 

For the radial velocity observations, the for-
ward operator, or H in Eq.(1), that projects the 
velocity into the radial direction, is 
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where u , v  and w  are the wind components in 
Cartesian coordinates ( , , )X Y Z ; and ( , , )o o oX Y Z  
are the coordinates of radar; r is the distance 
from radar location to the observation points of 
radial velocity. In ARPS 3DVAR, the observed 
radial velocity data are first interpolated to analy-
sis grid points through preprocessing and there-
fore no further spatial interpolation is needed in 
this forward operator. The preprocessing program 
also includes quality control (velocity dealiasing, 
clutter removal, etc.) and takes into account the 
spherical geometry of the earth. 

c. Mass continuity constraint 

In the ARPS 3DVAR, the following weak ane-
lastic mass continuity constraint is imposed on 
the analyzed wind field: 

2 21
2c cJ Dλ=                            (4) 

where cλ  is a weighting coefficient that controls 
the relative importance of this penalty term in the 
cost function. D has the form of 
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where ρ  is the mean air density at given height 

levels, α and β are coefficients that are unity 
when the regular three-dimensional mass conti-
nuity or divergence constraint is used. Different 
choices of their values will be tested in a set of 
analysis experiments to be presented later. When 
α = β =1, the mass continuity constraint acts to 
minimize the three-dimensional divergence and 
in the analysis process couples the three wind 
components together. Gao et al (2004) found that 
the 3D formulation is effective in producing rea-
sonable analyses of vertical velocity which is little 
observed by the two Doppler radars in their case 
and for their ratio of horizontal to vertical grid 
spacing (close to unity). 

When used in a finite difference form, we 
found that the third term on the right hand side of 
Eq.(5), i.e., the vertical mass divergence term, 
dominates the adjustment of cJ  in cases where 
the horizontal grid interval is much larger than the 
vertical one. For example, when x y zγ∆ = ∆ = ∆ , Eq. 
(5) is discretized as 

( ) ( ) ( )u v wD
z z

ρ ρ ρ
γ
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∆ ∆
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When the value of γ (defined as the grid aspect 
ratio) is large, say over 100, as is the case at the 
levels near the ground in our experiments, a 
small adjustment in the vertical velocity can offset 
a large change in the horizontal wind divergence. 
The result is that little change due to this con-
straint is made by the minimization to the hori-
zontal wind components. One possibility is to use 
different values of α and β or even set β to zero 
to alleviate this artifact of discretization. 

To illustrate the above points, we conducted 
three experiments, in which a single radial veloc-
ity observation (taken to be along the x direction) 
is analyzed, using (a) no mass continuity con-
straint (α=β=0), (b) using a 2D divergence con-
straint (α=1, β=0), and (c) using a fully 3D diver-
gence constraint (α=β=1). Further, to isolate the 
effect of mass continuity constraint, we do not 
include the recursive filter in these tests. The re-
sults of these experiments are plotted in Fig. 1. It 
can be seen that without mass continuity con-
straint, no y component (or cross-beam compo-
nent) of velocity is produced by the analysis, i.e., 
the analysis is purely uni-variant (Fig. 1a). No 
vertical velocity is created either in this case (not 
shown). When the 2D mass divergence is used, a 
single radial velocity observation induces a hori-
zontal flow pattern that is nearly non-divergent 
(Fig. 1b) while no vertical velocity develops (not 
shown). When a complete 3D divergence ap-
pears in Jc, most of the wind adjustment occurs in 
vertical velocity, as is shown by Fig. 1c, while little 
adjustment occurs to the y (horizontal cross-
beam) component (Fig. 1d), a result very similar 
to the unconstrained case. The correct solution 
should be somewhere between cases two and 
three. In addition, when the recursive filter is ap-
plied, the analysis will appear smoother and the 
analysis increment will spread over a larger area. 

One of the goals of including mass continuity 
constraint in the radial velocity analysis is to in-
duce wind information perpendicular to radar 
beams. From above analysis, the three-
dimensional mass continuity constraint cannot 
achieve the desired effect in the horizontal flow 
when the grid aspect ratio is large, which is true 
for our case. For this reason, the two-dimensional 
mass continuity constraint is used in the control 
and related experiments and an additional set of 
experiments is performed to examine the impact 
of different formulations of the mass continuity 
constraint on the analysis and forecast. We note 
here because the equation is used as a weak 
constraint, it is not strictly satisfied, which gives 
the  analysis  some  flexibility  in  determining  the 
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Fig. 1. Results of 3DVAR analyzing a single radial wind measurement (pointing in positive x di-

rection) with different mass continuity constraints. The background wind is zero. a) wind analysis without 
applying mass continuity constraint, b) the x-y cross-section of u-v wind analyzed with a 2D (horizontal) 
mass continuity constraint, c) x-z cross-section of u-w wind after applying a 3D mass continuity con-
straint, and d) as b) but with a 3D continuity constraint.  

 
amount of adjustment to different wind compo-
nents. 

3. CLOUD ANALYSIS 
The cloud analysis procedure is a component 

separate from the basic analysis procedure in 
both ARPS 3DVAR and the ADAS analysis sys-
tems. It is a customization of the algorithms used 
by the Forecast Systems Lab LAPS with several 

refinements and enhancements. It incorporates 
cloud reports from surface observing of Global 
Observing System (GOS) of World Meteorologi-
cal Organization (WMO), standard Aviation Rou-
tine Weather Reports (METARs), satellite infrared 
and visible imagery data, and radar reflectivity 
data to construct three-dimensional cloud and 
precipitate fields. The products of the analysis 
package include three-dimensional cloud cover, 
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cloud liquid and ice mixing ratios, cloud and pre-
cipitate types, icing severity index, and rain, snow 
and hail mixing ratios. Cloud base, top and cloud 
ceiling fields are also derived. A latent heat ad-
justment to temperature based on added adia-
batic liquid water content is applied, so that the 
in-cloud temperature is reasonably consistent 
with the water fields. More details on the package 
can be found in the references quoted in Section 
1. 

The above version of cloud analysis was 
used by the experiments in X03. In most experi-
ments presented here, the improved cloud analy-
sis procedure is used to assimilate reflectivity 
data into the model initial field. In this section, we 
will introduce these modifications to cloud analy-
sis scheme with examples from corresponding 
analysis experiments. For the convenience of 
introduction, we call the cloud analysis method 
used in X03 the old scheme and the modified 
cloud analysis method used in this paper the new 
scheme. 

a. The analysis of precipitation species  

1) Equations for defining precipitate mixing ratio 
from reflectivity: 

To emphasize the impact of radar data, satel-
lite data and surface cloud observations are not 
used in the cloud analysis procedure in this paper. 
The reflectivity equations used by the new analy-
sis procedure for the retrieval of three dimen-
sional precipitation species is based on those of 
Smith, Myers and Orville (1975) with slight differ-
ences. The actual formulae used are described in 
Tong and Xue (2004). Similar formulae are also 
used by Ferrier (1994). In this paper, retrieval of 
precipitation species is the process that derives 
precipitation species from observed reflectivity 
and background environment via radar reflectivity 
equations but no background precipitation spe-
cies are used in the process. The reflectivity is 
divided into three components due to contribu-
tions from rain, snow, and hail respectively. Each 
reflectivity component can be calculated by a 
function including the mixing ratio of correspond-
ing hydrometer and environment variables. Based 
on precipitation types identified according to re-
flectivity and environment variables from the out-
put of the basic analysis scheme such as 3DVAR, 
the equations for the reflectivity components are 
used to determine the mixing ratios of rainwater, 
snow and hail. We refer to this precipitation spe-
cies retrieval scheme the SMO scheme. 

In the old cloud analysis procedure, the rain-
water mixing ratio is retrieved using Kessler re-
flectivity equation (Kessler 1969), and snow and 
hail are retrieved using Rogers and Yau (1989) 
reflectivity formula. Hereafter we refer to this hy-
drometer retrieval scheme as the KRY scheme. 

The SMO scheme considers more detailed 
cloud physics processes and should yield hy-
drometer fields that are more accurate than KRY 
scheme does. 

 

2) The reflectivity used in the retrieval equations 
In the region of the model domain covered by 

the radar scan volume, the new scheme classifies 
grid points into clear, precipitation-filled, and 
missing observation categories according to a 
threshold of reflectivity, which is an adjustable 
parameter and set to 10 dBZ in all experiments in 
this paper. A grid point with observed reflectivity 
greater than or equal to the threshold is treated 
as precipitation-filled and its precipitation species 
will be retrieved by the SMO scheme from the 
observed reflectivity. Any point with observed re-
flectivity that ranges from –20 dBZ to the thresh-
old is treated as clear and its precipitation species 
are set to zero. The point that does not belong to 
above two categories falls into the missing obser-
vation category, and background values (usually 
from previous forecast) are used for its precipita-
tion species. In the KRY scheme, the threshold is 
fixed at 0 dBZ. The points with reflectivity greater 
than 0 dBZ are considered to be precipitation-
filled and all other points are treated as precipita-
tion-free. 

For the area that is outside the observed 
range of the radar, both schemes use back-
ground values for the precipitating hydrometeors. 
For the point below the first radar elevation scan, 
the old scheme sets the precipitation species to 
zero while new scheme uses the background 
value that is further adjusted to disallow the sum 
of rain, snow and hail mixing ratios to exceed the 
maximum value of the same in the column above. 

Figure 2 shows the retrieved precipitation 
species by old scheme (left column) and new 
scheme (right column) from the same radar ob-
servation and the environmental analysis. The old 
scheme gives much more hail and rain but less 
snow than new scheme. These figures illustrate 
that the old scheme is designed for warm rain 
that has not much vertical extent. In the rain field 
determined by the new scheme, the large values 
under the first radar tilt come from the back-
ground 
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Fig. 2. Cross section of retrieved quantities of snow, hail, and rain fields by the old (KRY) 

scheme and the new (SMO) scheme from same radar observation and environment. 
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Fig. 3. Cross section of final analysis of snow, 
hail, and rain fields by the old cloud scheme. 

3) Assigning the final values of precipitation 
species 

In general, analyses for numerical weather 
prediction are calculated as a sum of background 
values and analysis increments due to observa-
tions, weighted by factors related to the error 
variances of background and observation. Pre-
cipitation fields are, however, not continuous 
variables therefore require a different scheme to 
determine the final analysis quantities, reconciling 
the background quantities and the observations. 
In the old scheme, the final analysis of precipita-
tion species is the greater of the background and 
observed quantities. This was a legacy from 
LAPS which had been developed using a 
mesoscale Rapid-Update-Cycle (RUC) model 
forecast as the background field, not a storm-
scale model forecast. In new scheme, the analy-
sis takes the values retrieved from the observa-
tions, except in the area of missing observations 
and outside the radar observing range, where 
background values are then used for the precipi-
tation mixing ratios. This approach is more ap-
propriate when using storm-scale forecasts as the 
background as we do inside assimilation cycles. 
Choosing the observation over the background is 
based on the belief that radar observations of 
precipitation are much more reliable than that 
predicted by a numerical model. Furthermore, at 
the storm scale, reliable information about the 
background error, especially that of precipitation 
fields, is generally unavailable. 

We demonstrate the effect of the above pro-
cedure, by examining the analyses for a situation 
using a 3-km 10-minute ARPS forecast as the 
background field and radar data at 22:50 UTC on 
March 28, 2000 in the Fort Worth, Texas area. 
The final analysis of precipitation species by the 
old scheme is plotted in Fig. 3. Compared to the 
retrieval (Fig. 2, left column), it can be seen that 
with the old scheme the background values 
dominate the final analysis for all three species 
(Fig. 2). The reflectivity fields calculated from the 
precipitation mixing ratios of the background, the 
final analysis of old scheme and new scheme are 
plotted in Fig. 4. We can see that analyzed reflec-
tivity from the old scheme largely reflects the 
background, while the analyzed reflectivity using 
new scheme shows many detailed structures in-
side the storms.  

b. The cloud water and cloud ice 

To estimate cloud water and cloud ice, the 
adiabatic liquid water content (ALWC) is esti-
mated by assuming moist-adiabatic ascent from 
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cloud base to cloud top. Then a reduction is ap-
plied to the ALWC to account for entrainment. In 
old scheme, the curve of reduction was deter-
mined from field data that was collected largely 
from isolated towering cumulus clouds. In a case 
with supercell thunderstorms or widespread thun-
derstorms, the clouds have much larger vertical 
extent and less entrainment in the center of storm 
cells. So a new entrainment curve is devised for 
the new scheme to provide greater cloud water 
and cloud ice content. Fig. 5 shows analysis of 
cloud water and cloud ice using the old curve (left) 
and the new curve (right) with reduced entrain-
ment. The increased cloud mixing ratios are quite 
evident. In the current 3-km grid system, we have 
noticed that the initial cloud water and cloud ice 
are sufficient to sustain the cloud and precipitat-
ing convective cells for 10 to 15 minutes into the 
forecast and the continued sustenance requires 
cloud water and cloud ice be generated by con-
tinued condensation of moisture, generally due to 
moist-air lifted from the boundary layer. 

c. In-cloud thermal adjustment 

In the old scheme the incremental buoyancy 
added due to the added cloud water and precipi-
tation is calculated from the latent heat released 
by the incremental cloud water and ice. In new 
scheme, a moist-adiabatic temperature profile 
with the same entrainment factors as applied to 
the cloud water, is used to adjust temperature 
after the determination of cloud and precipitation 
content. The new in-cloud temperature adjust-
ment scheme is more consistent with the physics 
of a convective storm because it reflects the tem-
perature change in an ascending bubble of moist 
air. The typical temperature increments from the 
adjustments of new and old schemes are plotted 
in Fig. 6. The profile of horizontally averaged 
temperature increments show that the new 
method heats atmosphere through a greater 
depth than the old method, while the old scheme 
acts to warm the atmosphere more in middle and 
low layers because the added cloud water and 
ice tend to be concentrated in these layers (Fig. 
6a). The difference in the temperature increment 
between the two schemes at 4.5 MSL in Fig. 6b 
reflects the main structures of observed reflectiv-
ity (not shown). 

  
Fig. 4. Cross section of reflectivity fields calcu-
lated from precipitation mixing ratios of: a). back-
ground; b). analysis of the old cloud scheme; c) 
analysis of the new cloud scheme. 
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Fig. 5. Cross section of cloud water and cloud ice fields from analysis using the old 
curve (left) and the new curve (right) with reduced entrainment.  

 

4. FORT WORTH TORNADO CASE 
AND DESIGN OF FORECAST 
EXPERIMENTS WITH ARPS 

As stated earlier, in this study, we apply our 
3DVAR and cloud analysis system to the Fort 
Worth tornado case studied by X03. We evaluate 
the performance of the system by examining the 
quality of assimilation results and subsequent 
forecast. On March 28, 2000, two tornadoes 
touched down in the Fort Worth, Texas (TX) area. 

One reached F2 intensity (maximum winds 51 
ms-1 to 70 ms-1) and struck downtown Fort Worth 
at around 6:15 pm LST March 28, 2000 or 00:15 
UTC March 29. The tornado funnel developed 
directly over the city, descended, and stayed on 
the ground for at least 15 minutes.  The tornado 
caused extensive damage to several structures, 
including high-rise buildings. It directly caused 
two fatalities and many injuries. The parent storm 
also brought torrential rains and softball-size hail 
stones,  causing  two  deaths from flooding in the 
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Fig. 6. a). The profile of horizontally averaged temperature increments from adjustments of the 
new (moisture adiabatic profile) and old (latent heating) schemes; b). the difference in the tem-
perature increment between the old and new temperature adjustment schemes at 4.5 MSL. 

 
eastern portion of Tarrant County (highlighted in 
Fig. 7), near Arlington, and one additional death 
due to hail. Another tornado from the same com-
plex of storms touched down in south Arlington, 
some 25 kilometers east of Fort Worth, about 30 
minutes after the Fort Worth tornado, at about 
6:45 pm LST March 28, 2000 (00:45 UTC March  
29). These tornadoes have special significance 
because they struck the center of a major metro-
politan area. 

The mesoscale and synoptic scale settings in 
which the tornadic thunderstorms occurred are 
described in X03. The primary goal of this work is 
to test the impact of Level II WSR-88D reflectivity 
and radial velocity data on the ability of a high-
resolution model and its data assimilation system 
to initialize and forecast pre-existing thunder-
storms. The capabilities of the ARPS 3DVAR and 
the improved cloud analysis procedure are also 
examined through real case experiments. Be-
cause all thunderstorms to be studied occurred 
within the range of Fort-Worth (KFWS) radar dur-
ing the period of assimilation, only data from 
KFWS are used. The reflectivity data from the 
same radar will also be used to verify the model 
forecast. 

Similar to the experiments reported by X03, 
two levels of one-way nested grids are used here, 

with the resolutions being 9 and 3 km, respec-
tively. The two grids cover areas of 1000 ×1000 
and 450×300 km2, respectively, and the vertical 
grid spacing is increased from 20 m at the sur-
face to about 770 m at the model top located at 
21.1 km height. The model settings are essen-
tially the same as in X03, except that an updated 
version of ARPS is used. Specifically, we employ 
full model physics, including a two-layer soil-
vegetation model and Lin et al (1983) ice micro-
physics. Cumulus parameterization is not used on 
either grid. The 9-km grid is initialized at 18 UTC 
March 28, from a single 3DVAR analysis that 
combined rawinsonde, wind profiler, NWS sur-
face and Oklahoma Mesonet data, using NCEP 
Eta 18 UTC analysis as the background. At the 
lateral boundaries, the 9-km grid is forced by the 
Eta 18 UTC forecasts at 3-hour intervals. No data 
assimilation is performed for the 9-km grid and 
the forecast is run for 12 hours, ending at 06 UTC 
March 29. With the primary goal of initializing pre-
existing storms, the 3-km grid is started at later 
times, when some of the thunderstorms have al-
ready formed and been observed by the WSR-
88D Doppler radars. 

Different from the 3-km experiments of X03, 
we use the ARPS 3DVAR instead of ADAS as the 
analysis tool. Further, we use an improved ver-
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sion of ADAS cloud analysis; some of improve-
ments are described in Section 3 and Brewster 
(2002). In addition, we use Level II instead of 
Level III data with 10-minute instead of 15-minute 
intermittent assimilation cycles. As in X03, the 
hour-long assimilation period starts at 22 UTC 
and end at 23 UTC, about 1 hour 15 minute be-
fore the tornado touched down in Fort Worth. The 
Level II data contain 9 (in the first half an hour) or 
14 (in the second half an hour) instead of 4 eleva-
tion scans, and without Level III's degradation in 
the radial velocity data precision (Level-III radial 
velocity data were used in X03 through a simple 
radial velocity adjustment procedure of ADAS). 
The reflectivity data are used in cloud analysis 
procedure to retrieve cloud and hydrometers 
fields and to make adjustments to in-cloud tem-
perature and moisture. The radial velocity data 
are analyzed by the 3DVAR subjecting to a mass 
continuity constraint. 

Since data representing very different spatial 
scales are used, we employ the multi-pass strat-

egy available with our 3DVAR system. Specifi-
cally, three analysis passes are performed on the 
3 km grid, with each pass using different data 
types. For the wind profiler data used in the first 
pass, a 120 km filter scale is used. Filter scales of 
75 and 9 km are used in the second and third 
passes when surface data and radial velocity 
data are used, respectively. 

The 3-km forecasts start at 23 UTC March 28 
from the assimilated initial conditions and end at 
02 UTC March 29. Because few surface and up-
per-air data are available within the 3 km domain 
during the assimilation period, the storm envi-
ronment is defined primarily by information car-
ried-over from 18 UTC (when there are more ob-
servations) by the 9-km ARPS forecast or from 
even earlier by the Eta model. The 9-km pre-
forecast period is generally helpful in reducing the 
spin-up time on the 3-km grid for both the assimi-
lation and model forecast. 

 
Table 1. List of 3 km experiments on the use of radial velocity and their main characteristics. 

Mass continuity constraint  
Experiment 

 
Use of 

Reflectivity 

Use of 
Radial 
velocity 

Dimension Weighting Coefficients 

CNTL Yes Yes 2D α cλ =1000,�β=0 
CLD Yes No N.A. cλ =0 
VR No Yes 2D α cλ =1000,�β=0 

NoVRZ No No N.A. cλ =0 
NoDiv Yes Yes N.A. cλ =0 
Div2Da Yes Yes 2D α cλ =500,�β=0 
Div2Db Yes Yes 2D α cλ =2000,�β=0 
Div3Da Yes Yes 3D �α cλ =1000,� β cλ =100 
Div3Db Yes Yes 3D α cλ =β cλ =1000 
 

Table 2, The list of 3km experiments on new cloud analysis and their main characteristics. 
NAME Temperature ad-

justment 
Precipitation 

analysis 
Retrieval 

precipitation 
Radar Data 

CLD Moist adiabatic pro-
file 

Retrieval value SMO Level II 

X03 Latent heat Maximum of 
retrieval and 
background 

KRY Level III 

CTLH Latent heat Retrieval value SMO Level II 
CMAX Moist adiabatic pro-

file 
Maximum of 
retrieval and 
background 

SMO Level II 

CKRY Moist adiabatic pro-
file 

Retrieval value KRY Level II 



 12

In this paper, results from thirteen experi-
ments, including a control, are reported. Nine of 
these experiments are designed to specifically 
investigate the impact of assimilating radial veloc-
ity data (see Table 1) and four of them to exam-
ine the impact of reflectivity data and the im-
proved cloud analysis procedure (see Table 2). 
The control experiment, CNTL, includes both 
Level II reflectivity and radial velocity data in its 
assimilation cycles. A two-dimensional version of 
mass continuity constraint is imposed in the 
3DVAR analysis. Three of the other experiments 
in table 1, namely CLD, VR and NoVRZ, examine 
the effect of including reflectivity (denoted as Z), 
radial velocity (denoted as Vr) data alone or in-
cluding none of them. The experiments are oth-
erwise the same as CNTL. 

The next five experiments in table 1 are de-
signed to examine the role and effect of various 
formulations of the mass continuity constraint in 
the 3DVAR cost function. They are different from 
CNTL in the use of mass-continuity constraint. 
Experiment NoDiv does not include a mass conti-
nuity constraint while experiments Div3Da and 
Div3Db use a three-dimensional mass-continuity 
constraint. The weighting coefficients of horizon-
tal and vertical part of the mass divergence terms 
are different in Div3Da but the same in Div3Db. 
Experiments Div2Da and Div2Db are conducted 
to test the sensitivity of storm forecasts to the 
magnitude of weighting coefficient of two-
dimensional mass continuity constraint and the 
values of the weight coefficient are listed in Table 
1.  

In the five prediction experiments that are 
conducted to study the impact of the improved 
cloud analysis procedure, experiment CLD is also 
listed in table 1 as a comparison to study the im-
pact of radial velocity. It employs reflectivity data 
only in the assimilation cycles and the 3DVAR 
analysis is used to analyze model state variables 
in data assimilation but no radial velocity data are 
employed in its wind analysis. The control ex-
periment of X03 is repeated for comparison 
(listed as experiment X03 in Table 2). Based on 
CLD, three experiments, CTLH, CMAX and 
CKRY are performed to examine the impact of 
different schemes of in-cloud temperature ad-
justment, final precipitation species assignment 
rules and the retrieval of precipitation species 
values in the old and new cloud analysis proce-
dures (Table 2). 

We will focus our discussion on the quality of 
forecast during the one hour period spanning 
these tornado outbreaks, i.e., from 00:00 UTC to 
01:00 UTC March 29, 2000. 

5. RESULTS OF ASSIMILATION AND 
FORECAST EXPERIMENTS 

In this section, we first discuss the results of 
control experiment CNTL by comparing the fore-
cast radar reflectivity fields to the observed ones. 
The forecast results from experiments CLD and 
X03 are then analyzed to investigate the impact 
of the new cloud analysis procedure and the ra-
dial velocity, respectively. Further, Experiments 
VR and NoVRZ are described to examine the 
impact of radial velocity data on the storm predic-
tion specially. The results from the experiments 
with different formulations of mass continuity con-
straint are also discussed. Finally, the impacts of 
each modification in the new cloud analysis pro-
cedure are then examined by comparing assimi-
lation and forecast results of five experiments in 
table 2. 

a. Radar observations and results of control ex-
periment 

Since both tornadoes occurred between 
00:00 UTC and 01:00 UTC March 29 in the Fort 
Worth area, we focus our discussion of the fore-
cast on this period. The quality of forecasts up to 
01:00 UTC will also be briefly discussed. For di-
rect comparison with radar observations, we de-
rive reflectivity from model-predicted hydrometeor 
fields that also take into account of the ice phases, 
and the reflectivity equations follow mostly Smith 
et al. (1975), which can also be found in Tong 
and Xue (2004). The predicted reflectivity fields 
from the control run, which included both reflectiv-
ity and radial velocity data, are mapped to the 
1.45° radar elevation level of KFWS radar 
(marked in the plots) and are plotted in the right 
column of Fig. 7 at 15 minute intervals for a 1 
hour period starting from 00:00 UTC March 29 
while the corresponding observed reflectivity 
fields from the KFWS radar are plotted in the left 
column of the same figure. Fort Worth and Arling-
ton are marked in Fig. 7b. 

At 00:00 UTC March 29, five individual thun-
derstorms can be identified near Forth Worth 
from the radar observations (Fig. 7a). They are 
labeled A, B, C, C' and D in the plots. Storm A is 
the storm that spawned the downtown Fort Worth 
tornado at around 00:15 UTC and the Arlington 
tornado 30 minutes later. Storm B approached 
Storm A from the west, during the period 00:00 
UTC to 00:45 UTC (Fig. 7a, c, e, g) and then 
merged with Storm A to form a combined storm 
that we re-label as F (Fig. 7i) at 01:00 UTC. 
Storms C and C' formed near the end of the as-
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similation window, propagated towards Storm A 
from the south and also merged with Storm A (Fig. 
7a, c, e, g, i) by 01:00 UTC. Storm D was initially 
located near the northeast corner of Hill County 
(see Fig. 7) and later propagated northeast into 
Ellis County. Storm D was initiated during the as-

similation window and remained strong through-
out the period of tornadoes. The complex interac-
tions among these storm cells pose a major chal-
lenge for accurate forecasting of the morphology 
of these storms. 

 
 

 
 

Fig. 7. Observed reflectivity fields at 1.45° elevation of the Fort Worth radar (marked as KFWS) based on 
Level-II data (left column), and predicted reflectivity at the same elevation from control experiment CNTL 
(right column), at 15 minute intervals from 00:00 UTC to 1:00 UTC March 29, 2000. Major storm cells are 
marked by capital letters. Fort Worth and Arlington are marked as dot in (b). Tarrant County is high-
lighted and about 50×50 km2 in size. The domain shown is about 200 km on each side, representing the 
portion of 3 km grid between 100 and 300 km in east-west direction and from 60 to 260 km in north-
south direction. Counties around Fort Worth are marked in (a).  
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Fig. 7. Continued. 
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Fig. 8. Predicted wind and vertical vorticity fields at the surface (left column) and 3 km MSL 
(right column) from control experiment CNTL corresponding to the times of Fig. 7. The do-
mains shown are the same as in Fig. 7. 
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Fig. 8. Continued.  
 

The model forecast at 00:00 UTC March 29, 
also depicts five storm cells in the vicinity of Fort 
Worth (Fig. 7b). Four of them can be directly 
linked to an observed one (Fig. 7a), but the one 
labeled C'' has no real world counterpart. Storms 
A and B have location errors of about 20-25 km 
while the locations of Storms C and D have posi-
tion errors of less than 5 km. Observed Storm C' 
is missed by the forecast at its location near the 
southwest corner of Tarrant County while the 
model placed a storm cell, C'', further to the south, 
in west-central Johnson County. When we exam-
ine the forecast during the first hour (23:00-00:00 
UTC, not shown here), it is found that all storm 
cells that existed at the beginning of forecast un-
derwent varying degrees of adjustment. Storms A 
and B weaken initially and grow again from 23:45 

UTC, while Storm C remains relatively weak until 
about 23:50 UTC. Given that little information on 
Storm C was provided by the radar or the assimi-
lation process, the model did a good job in initiat-
ing Storm C. Apart from some error in propaga-
tion speed (a little too fast), Storm D is very well 
predicted throughout the period by the model. 
Both the observed and predicted low-level reflec-
tivity of Storm D show clear hook echo shapes 
although no tornado was reported within this 
storm. Fig. 8 shows the predicted wind vector and 
vertical vorticity fields from the control experiment 
at the surface (left column) and 3 km MSL (ap-
proximately 2.8 km AGL, right column) at the 
same times as the reflectivity fields shown in Fig. 
7. From the surface wind field at 0:00 UTC, 
strong and fairly isolated convergence centers 
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are indicated for Storms A, B and D (Fig. 8a). The 
gust fronts associated with the downdrafts of 
storms A and B are still relatively weak at this 
time while a much stronger downdraft is found to 
the northwest of A, associated with a storm that is 
decaying. Vertical vorticity associated with A is 
still weak at the surface. In the flow field at the 3 
km MSL, however, a strong vorticity maximum is 
found within Storm A (Fig. 8b). 

Fifteen minutes later, at 00:15 UTC, the time 
of Fort Worth tornado outbreak, both predicted 
Storms A and B are enhanced significantly (Fig. 
7d). The location error of the maximum reflectivity 
center of Storm A is reduced significantly, to 
within 10 km of the observed one (Fig. 7c, d). The 
predicted locations of B and C are also very accu-
rate at this time. Spurious Storm C'' remains and 
appears as a strong reflectivity center. Storm D 
moved east a little too fast in the 15 minute period, 
with the reflectivity core entering Ellis County by 
this time. The wind fields exhibit a strong conver-
gence center and a weak vorticity center at the 
surface (Fig. 8c) but a strong vorticity center at 3 
km MSL (Fig. 8d) associated with A. The conver-
gence and vorticity centers related to Storm B are 
also enhanced. A new spurious storm south of 
Storm B is generated by collision of gust fronts 
from Storms B and C (Fig. 7d and Fig. 8c). These 
results show that the main Storm A is predicted 
with high low-level reflectivity and strong mid-
level rotation and approaches Fort Worth city 
from the northwest. Despite some delay in the 
intensification of low-level rotation in the forecast, 
it contains clear indications for the potential of a 
tornado from this cell. 

In reality, an F2 tornado spawned from Storm 
A struck downtown Fort Worth from 00:15 UTC to 
00:30 UTC. At 00:30 UTC, the control forecast 
gives good indications, in both reflectivity and 
wind fields, of possible tornadogenesis from 
Storm A. The predicted reflectivity matches very 
well with observation (Fig. 7e, f). The south flank 
of predicted storm is sweeping through Fort 
Worth city consistent with the observations at this 
time. The weaker surface vorticity center found in 
Fig. 8c earlier has developed into a strong vortic-
ity center by 00:30 UTC, with a maximum value of 
about 1.5×10-3s-1 (note that the grid resolution is a 
coarse 3 km), and the maximum is located almost 
right over Fort Worth (Fig. 8e). Collocated with 
the vorticity maximum is also strong surface con-
vergence, indicating the presence of strong near-
surface updraft and associated vertical stretching. 
An isolated maximum vorticity center within Storm 
A is even better defined at 3 km MSL (Fig. 8f) but 
it is not as strong as it was at 00:15 UTC. The 

intensification of ground level vorticity and slight 
weakening of mid-level rotation suggest shifting 
of strong rotation to the lower levels, which typi-
cally occurs during tornadogenesis and in the 
later life cycle of tornadoes (see, e.g., Davies-
Jones 2001). The development of this strong, 
well-organized, deep vorticity column during the 
period that coincides with the Fort Worth tornado 
indicates good fidelity of the predicted storm, 
even though the model resolution is much too 
coarse to produce flow on the scale of a tornado 
or even the tornado’s parent vortex. 

At 00:30 UTC, Storm B is also reproduced 
well by the forecast as seen from the reflectivity 
field. The spurious storm cell to its south found at 
00:15 UTC has merged with Storm B by this time. 
The vorticity center related Storm B is much 
weaker than that of Storm A at both the surface 
and 3 km MSL. Predicted Storm C covers the 
area of observed Storms C and C' and there is no 
identifiable surface vorticity center associated 
with it. Predicted Storm D is located northeast of 
the observed one by about 10 km because of its 
faster northeastward propagation. At this time, 
the main characteristics of the storm cells A 
through D are all very accurately predicted by the 
model, and the representations are an improve-
ment over that reported in X03. 

At around 00:45 UTC, another tornado oc-
curred in south Arlington. The forecast valid at 
this time also indicates high potential of tor-
nadogenesis at about the right place. By this time, 
the reflectivity core of Storm A has moved to 
eastern Tarrant County, near Arlington, and a 
well-organized, deep and stronger vorticity col-
umn is nearly collocated with Arlington (Fig. 7g, h 
and Fig. 8g, h). The surface maximum vorticity is 
now 2.4×10-3s-1, even higher than earlier. The 
model successfully predicts Storm B's decay and 
merger with Storm A around this time. The pre-
dicted Storm C lags behind the observed one by 
nearly half a county and does not merge with 
Storm A as the real one did. The forecast for 
Storm D matches the observed radar echoes well. 
At the surface, the northwest side of outflow of 
Storm D is approaching Storm A located to its 
northwest, which probably contributed to the 
weakening of Storm A and its subsequently 
merged storm. 

In reality, Storms A, B and C merged together 
and formed Storm F at 01:00 UTC March 29 (Fig. 
7i). The model has some success at forecasting 
this process, as the predicted Storms A and B did 
merge and Storm C's reflectivity field became 
combined with A and B's although its core re-
mains separate by 01:00 UTC. Further, the pre-
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dicted reflectivity maximum center has a dis-
placement to the northeast (Fig. 7j). Predicted 
Storm D remains strong, as the observed one, 
and again is located slightly ahead of the ob-
served storm. At the surface, maximum vorticity 
centers associated with the Storms A and D are 
still clearly identifiable (Fig. 8i), but is weaker with 
the former, which is consistent with the end of the 
Arlington tornado. At 3 km MSL, the disturbances 
and vorticity that appear to be associated with the 
decaying Storm C may be too strong (Fig. 8j); we 
do not have good data to verify their fidelity, how-
ever. 

Based on the results of our control experi-
ment, it can be concluded that starting from an 
initial condition that assimilated WRS-88D radar 
Level II data together conventional observations 
through 3DVAR and cloud analysis, the model is 
able to predict the timing, location and key char-
acteristics of convective storms with very good 
accuracy. The accurate prediction of the devel-
opment of a strong, well-organized, deep vorticity 
column associated with the tornadic storm in a 
period spanning the two observed tornado out-
breaks is especially encouraging. Our results also 
show that when several storms are spaced 
closely, complex storm interactions can occur, 
through, for example, gust front collisions. Spuri-
ous cells can be triggered when such interactions 
are incorrectly or inaccurately handled by the 
model. Such a situation requires an accurate 
analysis of all aspects of the convective storms. 

b. Results of experiments CLD and X03 

1) The effect of the use of new cloud scheme 
Predicted reflectivities at the same elevation 

angle and time as Fig. 7 but derived from CLD 
and X03 are plotted in Fig. 9. For convenience of 
comparison, the left column of Fig. 9 show results 
of X03, in which the old cloud analysis scheme 
with Level-III reflectivity is used, while the right 
column shows the counterparts from CLD, whose 
assimilation cycles employ the new cloud analy-
sis with Level-II reflectivity. None of them use ra-
dial velocity in their 3DVAR wind analysis. The 
comparison of these two experiments indicates 
the effect of the new cloud analysis with Level-II 
reflectivity. 

At 00:00 UTC March 29, the one-hour fore-
cast of CLD exhibits reasonable structures of the 
storms around Fort Worth (Fig. 7a, Fig. 9b) but 
with some position errors. Predicted Storm A lags 
the observation about 20 km. Predicted Storm B 
only shows as a weak echo and lags observation 
about 20-25 km. The model produces Storm C 

with a northward displacement of about 5 km and 
does not produce Storm C'. Considering that little 
information on Storms C and C' was provided by 
the assimilation cycles directly, it is encouraging 
that the model produces Storm C by itself at this 
time. The model produces an accurate forecast of 
Storm D, but at the same time, it generates a 
spurious storm, D', which split from Storm D in 
the first hour of the forecast and moves north into 
the southeast corner of Tarrant County. Another 
spurious storm appears southwest of Storm A 
and is labeled as A'. Comparing these storms to 
their counterparts in X03 (Fig. 9a), they are 
stronger than those in X03 except for spurious 
Storm D'. At this time, X03 gives much better po-
sition forecast for both Storm A and B than CLD 
does. However, the forecast of X03 misses Storm 
C and C', and produces a spurious storm, A', 
southwest of Storm A. 

Fifteen minutes later, at 00:15 UTC, is the 
time of first tornado touchdown, in downtown Fort 
Worth. Experiment CLD correctly predicts tor-
nadic Storm A strengthening and approaching 
Forth Worth from the west, although the forecast 
reflectivity maximum of Storm A is still a little be-
hind the observation (Fig. 7c and Fig. 9d). Pre-
dicted Storm B remains weak and lags the obser-
vation about 25 km. Predicted Storm C is located 
midway between observed Storms C and C'. 
Storm D is well reproduced by CLD and the spu-
rious Storm D' that appeared earlier has dissi-
pated by this time. The spurious Storm A' has 
grown and is still at southwest of Storm A. In 
comparison, the storms in X03 moved eastward 
too quickly in the period from 00:00 to 00:15 UTC 
and the reflectivity maximum of Storm A has 
completely passed downtown Fort Worth (Fig. 9c). 
A weak echo at the center of the western bound-
ary of Johnson County gives the only hint of ob-
served Storm C in the Experiment X03 forecast. 
Just to the west of predicted Storm C, spurious 
Storm A' has developed into a long band-shaped 
echo connected with Storm A and subsequently 
sweeps through the weak Storm C. Unlike CLD, 
spurious Storm D' in X03 remains as a strong 
northbound storm.  

At 00:30 UTC, in the CLD forecast, Storm A 
is nearly collocated with the observed cell except 
that it extends too much in the north-south direc-
tion and has two maxima reflectivity centers (Fig. 
7e and Fig. 9f). Its shape does suggest an inflow 
notch on its southeastern flank. At this time, 
Storm B is not identifiable as a separate storm, 
though the southwestern quadrant of Storm A 
and the northeastern corner of Storm A' overlay 
the position of Storm B. Predicted Storm C ap-
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pears as a weak echo that covers location of ob-
served Storm C and C'. There is reason to be-
lieve the CLD forecast is a bit fast with the merger 
of cells that occurs in Tarrant County. Storm D is 
well reproduced except that it moves a little faster 
than observation, and spurious Storm A' still ex-
ists with a strong reflectivity center. In the X03 
forecast, intense reflectivity composed by Storm 
A and A' is found extending from Storm A in the 
NE corner of Tarrant County through the SW cor-
ner of the county and reaching the center of Hood 
County (Fig. 9e). This may be a malposition of 
Storm A – representing a 30 km displacement, 
possibly due to a merger with the spurious Storm 
D'. 

At 00:45 UTC, a second tornado struck just 
south of Arlington. In the forecast of CLD, the 
main characteristics of Storm A are successfully 
reproduced (Fig. 7g, Fig. 9h). The predicted 
southern reflectivity maximum of Storm A has 
intensified and is just south of Arlington. Together 
with northern reflectivity maximum of Storm A and 
the westward-extending part of Storm A, the area 
of predicted Storm A covers the bulk of the com-
bined area of observed Storms A, B and C. At 
this time, isolated spurious Storm A' is weak. 
Predicted Storm D is still in a position a few km 
southeast of the observed cell. In the X03 fore-
cast, the Storm D' has merged with Storm A and 
makes the later skip into the center of Dallas 
County (Fig. 9g). The northeast part of Storm A' is 
at the same area as the south center of Storm A 
in CLD and nears south Arlington too. 

By 01:00 UTC, observed Storms A, B and C 
had merged into one storm F (Fig. 7i). In CLD run 
(Fig. 9j), the location of Storm A corresponds to 
the correct location of observed storm F, while in 
the X03 forecast (Fig. 9i), Storm A has led the 
observed Storm F over half a county (35 km) and 
Storm A' covers part of Storm F, but its center 
deviates from the main part of observed F by 15 
km. The position forecast for Storm D in CLD is 
also more accurate than that of X03 at this time. 

The surface wind and temperature fields from 
CLD and X03 at the time of the tornadoes are 
plotted in Fig. 10. At time of the downtown Fort 
Worth tornado, or about 00:15 UTC, CLD predicts 
areas of strong convergence along the gust front 
produced by tornadic Storm A approaching down-
town Fort Worth from the northwest (Fig. 10b), 
while in experiment X03, the convergence coinci-
dent with the gust front of Storm A is much 
weaker and has passed downtown Fort Worth 
(Fig. 10a). At the time of the Arlington tornado, 
00:45 UTC, the gust front and low-level conver-
gence related to Storm A are still strong and ap-

proach south Arlington in the CLD run (Fig. 10d). 
In X03 (Fig. 10c), the gust front of Storm A is 
weaker and Storm A has moved east of Tarrant 
County. Almost the entire county is covered by 
the cold pool of Storm A' at this time. 

From the above comparison, it is found that 
using new cloud analysis procedure with Level-II 
reflectivity data through assimilation cycles im-
proves the prediction of the tornadic thunderstorm 
in this case. In the CLD run, the tornadic thunder-
storm A, appearing with strong reflectivity with 
strong low-level convergence centers, ap-
proaches and passes downtown Fort Worth and 
Arlington around the times of tornado occurrence, 
while in X03, the reflectivity center of Storm A and 
the related gust front move too fast and have ob-
vious locations errors during the tornado touch-
downs. 

2) The impact of radial velocity 
In this subsection, the results from experi-

ment CLD are compared to that of CNTL to iden-
tify the impact of radial velocity on the forecast of 
thunderstorms for CLD are the same as CNTL 
except that CLD does not use radial velocity data 
from KFWS in its assimilation. 

As above description, CLD reproduced the 
main characteristics of Storm A quite successfully 
during the period of the two tornadoes (compare 
Fig. 7c, e, g and Fig. 9d, f, h), although the loca-
tion errors are somewhat larger than that of CNTL 
from 00:30 to 00:45 UTC (compare Fig. 7d, f, h 
and Fig. 9d, f, h). Both experiments also give 
similar forecast for Storm D and spurious Storm 
C''. Predicted Storm B in experiment CLD ap-
pears as a large area of weak reflectivity at 00:15 
UTC and disappears after that time. Instead of 
merging with Storm B, Storm A is followed by and 
merges with a strong spurious Storm A', which is 
triggered by a collision of the gust fronts from 
Storms A, B and C'' at 00:15 UTC (Fig. 10b). The 
forecast of CLD also misses observed Storm C in 
this period. Overall, the forecast of CLD is clearly 
not as good as that of CNTL and the differences 
clearly demonstrate the positive impact of assimi-
lating radial velocity data in CNTL. 

The predicted wind and vorticity fields at the 
corresponding times are given by Fig. 11 for the 
surface (left column) and 3 km MSL (right column) 
at 15 minute intervals for a half hour starting from 
00:15 UTC March 29. From the wind and vorticity 
field, the positive impact of radial velocity data 
can be seen more clearly. The well-organized, 
deep column of strong vorticity that develops near 
Fort Worth and moves to Arlington during this half 
hour in the forecast of CNTL does not exist in the 
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forecast of CLD (Fig. 8 and Fig. 11). CLD does 
not develop a strong surface vorticity center 
within Tarrant County, and the 3-km MSL vorticity 
maxima found at 00:15 and 00:30 UTC have lar-
ger displacement errors. By 00:45 UTC the 3-km 
MSL vorticity maximum is considerably weaker 
than the one depicted in the control experiment. 
The differences in morphology of these features 
indicate that the forecast of the wind fields has 
been improved significantly by assimilating radial 
velocity data via our 3DVAR analysis. 

3) Equitable threat scores  
To more quantitatively evaluate the quality of 

forecast, we calculate and plot the equitable 
threat scores (ETS, Schaefer 1990) of predicted 
reflectivity at the 1.45° elevation level for the 5, 10, 
15 and 30 dBZ thresholds (Fig. 12). The same 
ETS commonly applied to precipitation fields is 
used here. We can see in Fig. 12 a tendency for 
the scores to decrease quickly in first hour of 
forecast then increase in second hour for all four 

 
 

 
 

Fig. 9. Similar to Fig. 7, except that they are predicted reflectivity from experiments X03 (left 
column) and CLD (right column).  
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Fig. 9. Continued. 
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Fig. 10. Predicted surface wind and temperature fields from experiments X03 and CLD at 
00:15 UTC and 00:45 UTC March 29, 2000. The domains shown are the same as in Fig. 7.  
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Fig. 11. Similar to Fig. 8, except that they are predicted wind and vorticity fields from experi-
ment CLD at 15 minute intervals from 00:15 UTC through 00:45 UTC March 29, 2000.  
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Fig. 12. Equitable threat scores of predicted reflectivity for the 5 dBZ (a), 15 dBZ (b), 30 dZB 
(c), and 45 dBZ (d) threshold values from experiments CNTL, CLD, X03 and NoDiv.  

 
 thresholds, which reflects the adjustments of ini-
tial storms in the first hour of forecast. It can be 
seen that all scores in the 45 dBZ threshold are 
better for CNTL than for CLD from a little after 
00:00 UTC to 1:00 UTC (Fig. 12d) and all scores 
are better for CNTL and CLD than for X03 from 
00:30 UTC to 1:00 UTC, in agreement with the 
earlier subjective assessment of the forecast of 
cell centers. The improvement of CNTL over CLD 
for 5, 15 and 30 dBZ thresholds are less clear cut 
during this hour, although the score is generally 
better at 01:00 UTC, while the score is lower at 
00:45 UTC for the other three thresholds. Our 
subjective analysis does suggest that the forecast 
of CNTL is superior at 00:45 UTC, however, and 
the high threshold (45 dBZ) ETS confirms this. 
The less than clear cut results from the ETS ac-
tually suggest that the ETS are not necessary a 
good measure for evaluating forecasts containing 
discrete features, for which propagation and 
phase errors can have a significant impact on the 
calculated scores. Verification of discrete features 
remains an active area of research, and our use 

of the equitable threat score here is only intended 
to provide some degree of objectivity. The scores 
for experiment NoDiv will be discussed later.  

c. Experiments using radial velocity only and with 
no radar data 

In the previous subsection, we found that ra-
dial velocity data, when used (via 3DVAR analy-
sis) together with reflectivity data (via cloud 
analysis), can give positive impact on the storm 
forecast. In this subsection, we present results 
from experiment VR in which cloud analysis with 
reflectivity data is turned off while radial velocity is 
assimilated the same way as in control experi-
ment CNTL. The experiment examines the effec-
tiveness of assimilating radial velocity data alone. 
At the same time, we also present results from 
another experiment, namely NoVRZ, that does 
not use any radar data. 

The predicted reflectivity fields from experi-
ments NoVRZ and VR mapped to the same ele-
vation scan level are plotted in Fig. 13 at 00:30 
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UTC March 29, which is in-between the two tor-
nadoes. Compared to the observed reflectivity 
(Fig. 7e), it can be seen that experiments NoVRZ 
and VR completely failed to predict storm cells 
around Fort Worth (Fig. 13). In the forecast of 
NoVRZ, there are two storm cells to the south-
west of Tarrant County (Fig. 13a) and they origi-
nated from the 9-km forecast that was used as 
the background for the initial 3-km analysis at 
22:00 UTC. Two storm cells are also found in the 
forecast of VR, but they show different position 
and structure (Fig. 13b). In both cases the storms 
do not match the observed reflectivity, indicating 
a failure of both forecasts to build and support 
storm cells in a short-term forecast. Still, some 
positive impact of assimilating radial velocity data 
can be found during and shortly after the assimi-
lation cycles. The fields of VR show weak reflec-
tivity centers to the northwest of Fort Worth at the 
end of assimilation cycles. They decay, however, 
soon after the forecast period begins (not shown). 
The results also tell us clearly that assimilating 
the radial velocity alone via the current 3DVAR 
procedure is far from enough to create a properly 
balanced storm in this case. This is not very sur-
prising because the availability of radial velocity 
data from a single radar, and the lack of strong, 
reliable link between radial velocity data with 
other model variables, particularly the buoyancy.  
More sophisticated equation constraints that bet-

ter couple together model state variables or flow-
dependent background error covariances should 
help. The former is true with 4DVAR and the lat-
ter with the ensemble Kalman filter method. Tong 
and Xue (2004) found with observing system 
simulation experiments (OSSE) that radial veloc-
ity has more positive impact than reflectivity when 
assimilated using ensemble Kalman filter method 
for a simulated supercell storm. Radial velocity 
also plays a key role in 4DVAR assimilation work 
such as Sun and Crook (1997).  

Based on the above results, we conclude that 
the assimilation of both radial velocity and reflec-
tivity data from a single Doppler radar via an in-
expensive intermittent assimilation procedure is 
effective to build pre-existing storms in a nonhy-
drostatic model at 3-km resolution. The analysis 
procedure employs 3DVAR for the analysis of 
radial velocity as well as conventional observa-
tions, and a diabatic cloud analysis scheme for 
assimilating reflectivity data. The forecast starting 
from the assimilated initial condition is able to 
capture most of the key characteristics of the ob-
served storms for a two-hour period.  Although 
reflectivity data are found to have more positive 
impact on the storm forecast than radial velocity 
with the current analysis procedure, the use of 
radial velocity along with reflectivity do improve 
the quality of forecast, and more so in terms of 
the strong  low-level  vorticity  centers associated 

 

 
 

Fig. 13. Similar to Fig. 7, except that they are predicted reflectivity fields from experiments 
NoVRZ and VR at 00:30 UTC March 29, 2000.  
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with the expected tornadogenesis. The possible 
reason is that the initial thermal, moisture and 
cloud field disturbances introduced by the reflec-
tivity can sustain during forecast and induce cor-
responding changes in wind field but initial wind 
disturbances from radial velocity disperse quickly 
in the form of acoustic waves in the absence of 
proper balances with other fields and among the 
three wind components themselves. Next, we will 
examine various formulations of the mass conti-
nuity constraint which may play a role in initializ-
ing the proper balance. 

d. Experiments on mass continuity constraint 

All of the above experiments that assimilate 
radial velocity data use a two-dimensional mass 
continuity equation or the horizontal mass diver-
gence as a weak constraint. To better understand 
the impact of mass continuity constraint, five ad-
ditional experiments, namely, NoDiv, Div2Da, 
Div2Db, Div3Da and Div3Db, are conducted. For 
brevity, we present only results of these experi-
ments at 00:30 UTC March 29, corresponding to 
1.5 hour forecast time. The predicted reflectivity 
mapped to the same 1.45° radar elevation level of 
KFWS radar is plotted in Fig. 14 for CNTL and 
the above five experiments. The corresponding 
surface and 3 km MSL wind and vorticity fields 
are plotted in Fig. 15. The ETS for reflectivity for 
these experiments are plotted Fig. 16 and Fig. 17, 
together with that for CNTL. The ETS for NoDiv 
are also plotted in Fig. 12 for easier comparison 
with those of CNTL and CLD. 

Experiment NoDiv in which mass continuity 
constraint is not imposed at all in 3DVAR radial 
velocity analysis is designed to separate effect of 
mass continuity from that of radial velocity. Com-
paring Fig. 14b with the corresponding observa-
tion in Fig. 7e, it is seen that Storm A is over pre-
dicted by NoDiv in size and its location is biased 
southward while Storm B is completed missed. 
Storm D is located too far to the east, by almost 
one county, and it is trailed by a spurious, though 
weaker, cell to its west. Another spurious cell, 
labeled D' in the figure, is found to the north-
northeast of cell D. It is labeled D' because it is a 
cell that split from Storm D in the first half hour of 
forecast (not shown). As shown in Fig. 14a for 
this time and discussed in detail for other times 
earlier, the forecast of CNTL is clearly more accu-
rate than that of NoDiv. The ETS of NoDiv for the 
45dBZ threshold are lower than both CNTL and 
CLD during the important period between 00:00 
and 1:00UTC (Fig. 12d).  

The above comparisons demonstrate the im-
portance of including mass continuity constraint 
when analyzing radial velocity data. This is be-
cause, as discussed earlier, a single Doppler ra-
dar observes wind along the radial direction only. 
The cross-beam components cannot be deter-
mined by the 3DVAR analysis, without additional 
information that links the three components. 
Without any constraint, 3DVAR tends to make 
adjustment of background winds along the radial 
direction only, leaving the other components es-
sentially unchanged. The inclusion of a 3D ane-
lastic mass-continuity constraint at least forces 
the other wind components to respond to 
changes along the radial direction and to produce 
an analysis that more or less satisfy the mass 
continuity equation. The problem related to the 
finite difference implementation of this constraint 
in the case of large grid aspect ratio is another 
issue.  

Without the mass continuity constraint, large 
amplitude acoustic oscillations are found in the 
time series plots of surface pressure in NoDiv 
(not shown). Imposing physic laws, here the 
mass continuity, helps control the noise by 
producing a more physically consistent wind 
analysis. Treating the constraint as a week con-
straint gives the system necessary flexibilities 
which is discussed for dual-Doppler analysis by 
Gao et al (1999). In the case of dual-Doppler 
wind analysis, two of the three wind components 
can be determined while the mass-continuity 
equation gives the third, yielding an easier 
problem than we have here.  

The sensitivity of storm forecast on weighting 
coefficient cλ  of mass continuity constraint in the 
cost function is studied through experiments 
Div2Da and Div2Db in which cλ  is half or double 
the value of CNTL (Table 1), respectively. In the 
1.5-hour forecasts of these three experiments 
(Fig. 14a, c, d), the storms show a similar general 
pattern with several differences in the fine struc-
tures. First, Storms A and B in experiment 
Div2Db are not separate as in the other two ex-
periments and in the real world. Second, the 
maximum reflectivity center of Storm A in Div2Db 
has greater displacement errors. Third, Storm D 
in Div2Da and Div2Db has a greater eastward 
displacement error than in CNTL. Although the 
pattern comparison shows that the forecast of 
experiment CNTL is somewhat better than that of 
Div2Da and Div2Db at this time, the latter 
achieved generally better ETS (Fig. 16). For the 
45 dBZ threshold, Div2Db outperforms the other  
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Fig. 14. Similar to Fig. 7, except that they are predicted reflectivity fields from experiments CNTL 
(a), NoDiv (b), Div2Da (c), Div2Db (d), Div3Da (e) and Div3Db (f), at 00:30 UTC March 29, 2000.  
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Fig. 15. Similar to Fig. 8, except that they are predicted wind and vorticity fields from experi-
ments NoDiv, Div2Da, Div2Db, Div3Da and Div3Db at 00:30 UTC March 29, 2000.  
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Fig. 15. Continued. 
 

two at 00:30 UTC, but overall, the scores of the 
three are similar, especially considering such eq-
uitable threat scores are not necessarily complete 
measures of the true forecast quality. In general, 
it appears that the analysis and forecast are not 
very sensitive to the coefficient of the continuity 
constraint for this case. 

In section 2c, we illustrated the problem with 
using a 3D mass continuity constraint on a grid 
with large aspect ratios (between horizontal and 
vertical grid intervals). In such a situation, the ver-
tical part of the mass divergence dominates the 
wind adjustment so that horizontal wind compo-
nents are little adjusted. This is the main reason 
why a 2D mass divergence constraint is used in 
all the earlier experiments. It should be pointed 
out, however, the 2D mass-divergence constraint 

is not really physical for convective scale flows, 
which can exhibit significant horizontal diver-
gence beneath strong updrafts. To study this 
problem further, two experiments employing 3D 
mass continuity constraint are performed. Ex-
periment Div3Da uses different weighting coeffi-
cients for the horizontal and vertical parts of the 
3D mass continuity constraint while experiment 
Div3Db uses the same weighting coefficient for 
both parts, which is effectively a true 3D mass 
continuity constraint. The exact vales of the 
weighting coefficients are listed in Table 1. 

As we expected, experiment Div3Db gives 
very similar forecast for main storm cells at 00:30 
UTC as experiment NoDiv (Fig. 14b, f) because 
almost all wind adjustment were applied to the 
vertical velocity, and the adjustment is expected  
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Fig. 16 Same as Fig. 12 but for experiments CNTL, Div2Da and Div2Db.  

 
to be one orders of magnitude smaller (because 
of large aspect ratio) than those of horizontal 
winds for the 3D mass continuity to be satisfied. 
The ETS of Div3Db and NoDiv shown in Fig. 17 
are also similar for most of the times and thresh-
old values, suggesting little impact of the 3D 
mass continuity constraint when the weighting 
coefficients for horizontal and vertical divergence 
are the same. 

Experiment Div3Da decreases the weighting 
coefficient for the vertical divergence by a factor 
of ten compared to CNTL or the horizontal term in 
Div3Da. Doing so decreases the effect of vertical 
velocity adjustment thereby giving greater ad-
justments to the horizontal winds. The forecast 
reflectivity field plotted for Div3Da in Fig. 14 looks 
similar to that of Div2Db, and is better than that of 
Div3Db, indicating the increased role of adjust-
ments to horizontal wind fields. The ETS of ex-
periment Div3Da for the 45dBZ threshold are in-
between those of experiments CNTL and NoDiv 
(Fig. 17d). 

The surface and 3 km MSL wind and vorticity 
fields from the above five experiments, (i.e., No-
Div, Div2Da, Div2Db, Div3Da and Div3Db) are 

plotted in Fig. 15 and they can be compared to 
the corresponding times of CNTL in Fig. 8. Inter-
estingly, all five experiments predicted a well-
defined, column of high vorticity over Fort Worth 
just as in experiment CNTL, but their shape and 
intensity differ somewhat. However, considering 
the fact that the forecast with no radial winds (ex-
periment CLD) failed to produce this high vorticity 
column, we can credit the radial velocity for the 
formation of this mesocyclone. 

In summary, we found in this section that the 
proper inclusion of a mass continuity or diver-
gence constraint in the 3DVAR analysis in-
creases the positive impact of radial velocity data 
on the thunderstorm analysis and forecast in our 
case, but for the predicted wind field, the differ-
ences among the divergence constraints is much 
less than the impact of adding winds by any 
method. Due to the large grid aspect ratios, es-
pecially at the low levels for a vertically stretched 
grid, a constraint that limits the magnitude of hori-
zontal mass divergence or a 3D formulation with 
a much smaller coefficient for the vertical compo-
nent is found to work most effectively. 
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e. Sensitivity to details of cloud analysis 

To identify the impact of each modification in 
cloud scheme on the results of assimilation and 
forecast, three experiments are done: 1) CTLH, in 
which in-cloud temperature adjustment is based 
on latent heat conversion instead of moist adia-
batic temperature profile, 2) CMAX for which the 
quantities of the precipitation species are deter-
mined by the maximum value of background and 
retrieval instead of the observation-based re-
trieval values alone, and 3) CKRY, which uses 
the KRY scheme instead of the SMO scheme to 
retrieve the quantity of each precipitation species. 
All other options in these experiments are the 
same as CLD. Comparison among these experi-
ments will give us some insight on the effect of 
the new cloud analysis procedure. 

1) Results of assimilation 
In above study, it is found that information on 

the storm-scale is largely added to the system via 

the cloud analysis in the data assimilation cycles. 
Modifications to the cloud analysis will directly 
influence results of the assimilation and the ensu-
ing model forecast.  

Reflectivity fields from the assimilation output 
of the five experiments in table 2 mapped to the 
elevation 1.45° scan of radar KFWS are plotted in 
Fig. 18 along with the corresponding observed 
radar echoes. In the initial field of CLD, the storm 
structures look very much like the observed re-
flectivity, though the interpolation scheme and 
cloud processing make the features smoother 
than the observed ones (Fig. 18a, b). Keeping in 
mind that CLD uses the retrieved quantity of the 
precipitation species directly in the analysis, it is 
fully expected that the assimilation reflectivity and 
observation match each other very well. In con-
trast, the initial reflectivity field in X03 only gives 
the basic structure of storm cluster and loses 
many details of storm cells (Fig. 18c). Experiment 
CTLH has the identical initial reflectivity field to 

 

 
 

Fig. 17. Same as Fig. 12 but for experiments CNTL, Div3Da, Div3Db, and NoDiv.  
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Fig. 18. Reflectivity fields at 1.45° elevation scan of KFWS from assimilation results of ex-
periments CNLY(b), X03(c), CTLH(d), CKRY(e), and CMAX(f) and corresponding radar ob-
servation(a). Major storm cells are marked by capital letters in (a). Tarrant County is high-
lighted and about 50×50 km2 in size. The domain shown is about 200 km on each side, rep-
resenting the portion of 3 km grid between 70 and 270 km in east-west direction and from 60 
to 260 km in north-south direction.  
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Fig. 19. Surface wind and temperature fields from assimilation results of experiments 
CNLY(b), X03(c), CTLH(d), CKRY(e), and CMAX(f) and background(a). The domains shown 
are the same as in Fig. 18.  
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Fig. 20. Cross section (along line in Fig. 19a) of vertical velocity fields from assimilation 
results of experiments X03(a), CNLY(b), CKRY(c), CTLH(d), and CMAX(e).  
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that of CLD in the area near the radar (Fig. 18d), 
but has stronger reflectivity maxima than their 
counterparts in CLD in the area distant from the 
radar because the two experiments have different 
mid-level temperature fields as depicted in Sec-
tion 3c. Experiment CKRY uses simple radar re-
flectivity equations to retrieve precipitation spe-
cies, so its result is a little smoother than that of 
CLD (Fig. 18e). From the initial reflectivity field of 
CMAX, the influence of the background values of 
the precipitation species can be seen clearly in 
Fig. 18f because in this case the maximum value 
of background and retrieved precipitation species 
is used for the analysis values, and the back-
ground reflectivity is generally greater than the 
observations at this time through much of the 
domain. 

The surface wind and temperature fields from 
all five experiments in table 2 and from the back-
ground before 3 km analysis are plotted in Fig. 19. 
In this figure the storm-related gust fronts and 
cold pools are found in the initial fields of all five 
experiments. As was noted in the forecasts of 
reflectivity, the CLD run (Fig. 19b) induces more 
details of storms in its initial field than X03 (Fig. 
19c). In the initial surface wind and temperature 
fields from CTLH, CKRY, and CMAX (Fig. 19d, e, 
f), only CTLH has large differences from CLD; its 
appearance is more like X03. Both CTLH and 
X03 underestimate the strength of the cold pool 
and gust front related to Storm A (Fig. 18a). That 
indicates the formation of cold pool and gust front 
is very sensitive to the choice of temperature ad-
justment scheme, presumably through the direct 
effect of the latter on storm intensity.  

The strength of the updraft is an important in-
dicator for the vigor of a thunderstorm. Fig. 20 is 
the cross section of vertical velocity, w, fields 
along a line through Storms A and B (Fig. 18a). In 
X03, the updraft related to Storm B is weak and 
there is no sign of the existence of Storm A (Fig. 
20a) in this cross-section, while in CLD (Fig. 20b), 
two large updraft centers associated with Storms 
A and B are found. It shows that storms have 
been built up through assimilating Level-II reflec-
tivity data by the new cloud analysis procedure. 
The vertical velocity fields from CMAX, CKRY 
and CTLH reflect varied impacts of each modifi-
cation (Fig. 20c, d, e). Each of them has just one 
strong updraft center and one weak updraft cen-
ter in the initial w field. Comparing Fig. 20 to the 
corresponding surface wind and temperature 
fields (Fig. 19), it is found that the vertical motion 
of Storm A is strongly related to the strength of its 
the surface cold pool and gust front. 

2) Results of forecast 
In the above subsection, we have seen that 

assimilation results are obviously affected by 
modifications to the cloud analysis procedure. In 
this subsection, forecasts initialized from the re-
sults of assimilation are compared so as to make 
further inferences on the effects of these modifi-
cations. Fig. 21 shows the predicted reflectivity 
mapped to the 1.45° elevation level of KFWS ra-
dar from CTLH, CMAX, and CKRY at the time of 
the tornadoes. The surface wind and temperature 
fields from the same experiments and times are 
plotted in Fig. 22. 

Since CMAX, CKRY and CTLH each has only 
one aspect in their cloud analysis procedure that 
is different from that of CLD, the main character-
istics of their predicted storm cluster are similar to 
that of CLD at the time of the downtown Fort 
Worth tornado (Fig. 21a, c, e, Fig. 9d). Focusing 
on the details of Storm A, it is found that Storm A 
in CKRY and CTLH has the same shape and po-
sition as in CLD, while the storm moves a little 
faster in CMAX than in CLD. The gust fronts re-
lated Storm A tell the same story as the reflectiv-
ity fields. That is, the gust fronts of Storm A in 
CKRY, CTLH, and CLD (Fig. 10b, Fig. 22c, e) are 
in similar positions, while that in CMAX moves 
faster (Fig. 22a) than that in the other experi-
ments. All three experiments have spurious 
Storms A' and D' appearing in the forecast at this 
time (Fig. 21a, c, e). 

By 00:45 UTC, the differences among CMAX, 
CKRY, CTLH and CLD have increased (Fig. 21b, 
d, f, and Fig. 9h). Storm A in CMAX has obviously 
led its counterpart in CLD and connected with 
spurious Storm D'. It will propagate into the center 
of Dallas County in next 15 minutes of the fore-
cast as Storm A does in X03. The northern part of 
its gust front in CMAX has reached the east 
boundary of Tarrant County and the southern part 
is approaching to the southeast corner of the 
county (Fig. 22b). Although Storm A in CKRY and 
CTLH has the same position at 00:15 UTC, it 
propagates in different directions in these two 
experiments during the following half an hour. In 
CKRY, Storm A moves southeast to the center of 
Tarrant County and lags Storm A in Experiment 
CLD. In Experiment CTLH, Storm A goes north-
east and has run out of Tarrant County from its 
northeast corner. In surface wind and tempera-
ture fields of CKRY and CTLH (Fig. 22d, f), the 
cold pool and gust front of Storm A follow the 
same motion direction and reach the same posi-
tion as the reflectivity. 
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Fig. 21. Similar to Fig. 7, except that they are predicted reflectivity from experiments CMAX, 
CKRY and CTLH at 00:15 UTC and 00:45 UTC March 29, 2000.  



 37

 
Fig. 22. Similar to Fig. 10, except that they are from experiments CMAX, CKRY and CTLH at 
00:15 UTC and 00:45 UTC March 29, 2000.  
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Another big difference among these experi-
ments at 00:45 UTC is the behavior of spurious 
Storm D'. It remains as a strong isolated echo in 
CKRY (Fig. 21d), connects with Storm A in CMAX 
(Fig. 21b), and has merged into Storm A in CTLH 
(Fig. 21f) and partly account for the fast motion of 
Storm A in that experiment. The spurious Storm 
D' does not exist after 00:15 UTC in the forecast 
of CLD (Fig. 9), while it merges with Storm A at 
00:30 UTC in the forecast of experiment X03 and 
causes large location errors of Storm A at 00:45 
UTC. 

The comparisons above show that adjusting 
in-cloud temperature based on moist adiabatic 
profile and choosing retrieved precipitation spe-
cies as analysis value in new cloud analysis pro-
cedure slow down the motion of predicted tor-
nadic Storm A during the period of the tornado 
occurrence. These two modifications, together 
with the use of SMO scheme to retrieve precipita-
tion species, contribute to the erasure of spurious 
Storm D' and then further avoid the erroneous 
acceleration of Storm A found in the X03 forecast. 
So the CLD with all the modifications of the new 
cloud analysis procedure gives the best forecast 
for the tornadic thunderstorm during the critical 
tornado outbreak period in this case. 

6. SUMMARY AND DISCUSSION 
In this paper, the impact of Level-II WSR-88D 

radial velocity data and the new cloud analysis 
procedure with the WSR-88D Level II reflectivity 
data on the prediction of a cluster of tornadic 
thunderstorms is studied. The March 28, 2000 
Fort Worth tornado outbreak observed by the Fort 
Worth (KFWS) WSR-88D radar is used as a test 
case and compared to the results of Xue et al 
(2003). A 3-km resolution grid nested inside a 9-
km one is used for both assimilation and predic-
tion experiments. For most 3-km experiments, a 
one-hour long assimilation with analysis cycles at 
10-minute intervals is performed, which is fol-
lowed by a three-hour forecast starting from the 
assimilated initial condition. Radial velocity data 
are used in 3DVAR analysis that contains a mass 
continuity constraint in the cost function and re-
flectivity data are assimilated through a complex 
cloud analysis procedure. 

Results from nine 3-km experiments in table 
1 are discussed which examine the use and im-
pact of Level II radial velocity data from KFWS 
radar. Four more 3km experiments in table 2 are 
conducted to investigate the impact of three 
modifications to the cloud analysis procedure on 
the forecast of thunderstorms. The results in the 

paper demonstrate that the ARPS 3DVAR is ca-
pable of successfully analyzing observations from 
different sources, including those from ra-
diosonde (available at 18 UTC), surface stations 
and Doppler radars. Combined with intermittent 
assimilation cycles, positive impact of radial ve-
locity data and new cloud analysis scheme is ob-
tained for the forecast of a cluster of thunder-
storms. 

The best prediction is obtained when both re-
flectivity and radial velocity data are assimilated. 
The prediction is able to match up individual 
storm cells on the 3 km grid up to two hours into 
the prediction, and the supercell characteristics of 
the storm that spawned two individual tornadoes 
are well predicted, with timing errors of less than 
15 minutes, and location errors of less than 10 
km at the time of the tornado outbreaks. 

Starting from an initial condition which assimi-
lates Level-II reflectivity data through the new 
cloud analysis procedure, the experiment CLD 
successfully reproduces the evolution of the most 
significant thunderstorms in the Fort Worth tor-
nado case. The forecast shows a storm with high 
reflectivity, strong gradients in reflectivity, and a 
gust front with areas of strong convergence ap-
proaches and passes through downtown Fort 
Worth and Arlington around the time of the tor-
nado occurrences. Comparing to an earlier ex-
periment, X03, that used an earlier version of the 
cloud analysis with Level-III reflectivity data in the 
assimilation cycles, the experiment with all the 
recent modifications to the cloud analysis, CLD, 
shows reductions in both timing and location er-
rors for the main tornadic thunderstorm.  

The comparison of data denial experiments 
show that reflectivity data has a greater positive 
impact on the storm forecast than radial velocity 
using the current 3DVAR and cloud analysis pro-
cedure, while the use of radial velocity along with 
the reflectivity via cloud analysis does incremen-
tally improve the storm forecast, especially in 
terms of the strong low-level vorticity centers as-
sociated with the tornadogenesis. When no radar 
data or radial velocity only (in addition to conven-
tional data) is used, the model fails to forecast 
nearly all storms around Fort Worth. The small 
impact of using radial velocity alone is related to 
the limitation of the current 3DVAR wind analysis 
procedure which does not make use of radar 
scans at multiple times and uses only a simple 
mass continuity equation constraint that does not 
solve the under-determinedness problem for sin-
gle-Doppler wind analysis. Specifically the lack of 
introduction of buoyancy in the clouds hurts the 
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forecast. The current cloud analysis is effective in 
sustaining storms in the model forecast, however. 

It is also found through a separate set of ex-
periment that the correct use of a mass continuity 
constraint in the 3DVAR analysis can maximize 
the impact of radial velocity data on the forecast 
of storms in terms of reflectivity field, but the ef-
fect of different formulations of the constraint has 
a weaker impact on the forecasted wind fields. 

The analysis shows that the storm status in 
the initial field and the evolution of the storm in 
the forecast can be affected by each individual 
modification in the cloud analysis scheme. It is 
found that adjusting in-cloud temperature based 
on a moist adiabatic profile and choosing re-
trieved quantities of the precipitation species over 
background values in cloud analysis can slow the 
movement of storms in this case and improve the 
forecast for the tornadic storm. These two modifi-
cations, and the use of the SMO scheme to re-
trieve precipitation species, work together to pre-
vent spurious Storm D' from appearing in the 
forecast.  

Adding hydrometers and adjusting the in-
cloud temperature and moisture field in the model 
initial fields are expected to reduce the spin-up 
problem in the forecast. From the experiments in 
this study, the forecast storms still have an ad-
justment period when the model forecast begins 
using an initial field from the current cloud analy-
sis procedure. This indicates that there still exist 
some inconsistencies between the cloud analysis 
and the model microphysics and cloud dynamics. 
Some of the adjustment may be handled by use 
of the existing incremental analysis updating pro-
cedure (IAU) in ARPS in a 5-10 minute pre-
forecast application of IAU. More investigation on 
the nature of this adjustment are needed to fur-
ther improve the cloud analysis procedure. 

Still, the rather good forecast of the tornadic 
thunderstorm in the control experiment shows 
that a high-resolution model like ARPS together 
with an adequate system that assimilates WSR-
88D Level II data is able to initialize pre-existing 
thunderstorms and predict them with reasonable 
accuracy on the cell by cell basis for up to 2 to 3 
hours. The 3-km resolution used here is reach-
able operationally in the near future, over larger 
domains. Our conclusions are, however, based 
on only one case. We have collected data for 
several other severe weather outbreaks and will 
simulate them with the same assimilation and 
forecast system to investigate the issues of this 
paper further. A recent study of Dawson and Xue 
(2004) on the impact of mesoscale data and 
cloud analysis on the forecast of a pre-existing 

mesoscale-convective system (MCS) finds sig-
nificant positive impact of cloud analysis that lasts 
as long as 12 hours, although in that case, the 
MCS still forms in the model even with interpo-
lated Eta analysis, but with significant time delay. 
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