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ABSTRACT

Vortex stretching by intense upward accelerations is a critical process for tornadogenesis andmaintenance.

Two high-resolution (250-m grid spacing) real-data simulations of the 3May 1999OklahomaCity, Oklahoma,

supercell and associated tornadoes, using single- and triple-moment microphysics parameterization schemes,

respectively, are examined. Microphysical, thermodynamic, and dynamic impacts on the vertical accelera-

tions near andwithin simulated tornado-like vortices (TLVs) are analyzed. Systematic differences in behavior

of the TLVSbetween the two experiments are found; the TLV in the triple-moment simulation is substantially

more intense and longer lived than in the single-moment case. The triple-moment scheme in this case pro-

duces less rain and hail mass in the low levels and drop size distributions of rain shifted toward larger drops,

relative to the single-moment scheme, leading to less latent cooling and warmer outflow. Trajectory analyses

reveal that more parcels entering the TLV in the triple-moment simulation have a history of dynamically

induced descent, whereas buoyantly driven descent is more prevalent in the single-moment experiment. It is

found that the intensity and longevity of the TLV are tied to weaker negative or neutral thermal buoyancy in

the air flowing into the TLV in the triple-moment case, consistent with previous observational and modeling

studies. Finally, the contribution to buoyancy from pressure perturbations is found to be of prime importance

within the TLV, where strong negative pressure perturbations lead to substantial positive buoyancy. This

contribution compensates for the slight negative thermal buoyancy and negative dynamic pressure gradient

acceleration in the triple-moment case.

1. Introduction

The possibility that the thermodynamic characteristics

of tornado inflow air may have a substantial impact on

supercell tornadogenesis and tornado maintenance has

been recognized for some time (Ludlam 1963). Leslie and

Smith (1978) performed axially symmetric idealized simu-

lations of vortices stretched by an imposed updraft aloft
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and imposed swirl velocity on the cylindrical boundary and

investigated the effect of increasing low-level static stability

on the development of concentrated near-ground rotation.

They found that as static stability (and therefore negative

buoyancy for upward-displaced parcels) increased, near-

ground rotation was progressively inhibited.

Markowski et al. (2003) performed similar simulations

in which a rotating updraft was imposed aloft, but with no

initial rotation in the low levels. They imposed an annular

source of rainwater at some distance above the surface

(analogous to a hook echo in a real supercell) that al-

lowed for a downdraft to form, via the effects of pre-

cipitation loading and evaporative cooling, leading to a

negatively buoyant near-surface cold pool. They found

that with greater precipitation concentrations tornado-

genesis was suppressed owing in part to the negative

buoyancy directly opposing upward vertical stretching of

the incipient tornado and the associated radial conver-

gence of near-surface air toward the axis of rotation.

Parker (2012) performed axisymmetric simulations

featuring an initial mesocyclone and heat source aloft in

thermodynamic environments characterized by differing

temperature lapse rates. He found that environments with

neutral lapse rates facilitated downward transport of an-

gular momentum to the surface, resulting in the develop-

ment of a surface vortex. However, stably stratified

environments impeded downward momentum transport,

instead exciting gravitywaves that transported energy away

from the storm; no surface vortex formed in these cases.

Markowski and Richardson (2014) performed ideal-

ized pseudostorm experiments in which a fixed positive

(negative) buoyancy source to represent a supercell storm

updraft (downdraft) was placed in environments of vary-

ing low-level shear. Their results were consistent with

those ofMarkowski et al. (2003) in that those experiments

with a stronger (weaker) fixed negative buoyancy source

and the resulting colder outflow were associated with the

development of weaker (stronger) near-surface vortices.

Snook and Xue (2008) performed 3D idealized sim-

ulations of tornadoes within their parent supercell

storms with differing values of the (fixed) intercept pa-

rameters of rain and hail within a single-moment bulk

microphysics scheme. They found that configurations

favoring relatively small raindrops and hailstones pro-

duced stronger cold pools and weaker or nonexistent

tornado-like vortices (TLVs)1 as opposed to the

configurations that favored large raindrops and hail-

stones which produced stronger, longer-lived TLVs.

These studies varied as to the origin of the inflow air

into the simulated TLVs: in Leslie and Smith (1978)

and Parker (2012), the emphasis was on the thermo-

dynamic stability characteristics of the ‘‘undisturbed’’

environment, while in Markowski et al. (2003), Snook

andXue (2008), andMarkowski andRichardson (2014)

the primary source of TLV inflow was evaporatively

cooled air that originated in the storm (or imposed)

downdraft. However, these and other studies are in

good agreement that tornadoes are negatively (posi-

tively) impacted by the ingestion of negatively buoyant

or more stable air.

Finally, Naylor and Gilmore (2014) performed sev-

eral high-resolution (100-m grid spacing) simulations

of both tornadic and nontornadic supercells. Their re-

sults contrasted with those of prior modeling studies:

the tornadic supercells tended to have stronger cold

pools than their nontornadic counterparts. The fact

that the simulations in their study were initialized in

widely varying environments is one plausible explana-

tion of this discrepancy; in particular, their tornadic

simulations were systematically characterized by sub-

stantially higher CAPE and lower LFCs than the

nontornadic simulations. This difference led to stron-

ger low-level updrafts and associated vertical stretch-

ing of vorticity, but also correspondingly stronger and

colder downdrafts and outflow, in the tornadic cases. In

contrast, the aforementioned studies either utilized a

single environmental sounding or otherwise specified

fixed artificial storm-scale updraft forcing mechanisms,

effectively removing this particular source of variabil-

ity. Naylor andGilmore (2014) also point out that these

strong cold pools may have been exacerbated by their

use of a single-moment bulk microphysics scheme with

default values of the intercept parameters as in

Gilmore et al. (2004).

Observations of the low-level thermodynamic prop-

erties of environmental air near supercells, both in

outflow and inflow, have generally been limited, owing

to the small scale of these storms relative to the spacing

of traditional fixed surface observing stations. Mobile

mesonet (Straka et al. 1996) thermodynamic observa-

tions in and around supercells were one of the tasks of

both the original Verification of the Origin of Rotation

in Tornadoes Experiment (VORTEX; spring 1994 and

1995) and VORTEX2 in the springs of 2009 and 2010

(Richardson et al. 2010). Markowski et al. (2002),

Markowski (2002), and Shabbott and Markowski (2006)

reported on mobile mesonet datasets acquired in sev-

eral supercells both during and after VORTEX and

found that, in agreement with most of the numerical

1 Here, ‘‘tornado-like vortex’’ refers, as in Schenkman et al.

(2012) and Part I, to a numerically simulated vortex that is not fully

resolved in terms of internal circulations (such as the corner-flow

region) but nevertheless has many of the characteristics of

tornadoes.
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simulations discussed above, tornadic supercells in

general had smaller temperature and moisture deficits

(relative to the inflow environment) in their cold pools

than nontornadic supercells.

In this study, we investigate the impact of the ther-

modynamic characteristics of the near-tornado envi-

ronment on the tornadic behavior of the 3 May 1999

Oklahoma City supercell through real-data numerical

simulation experiments. In Dawson et al. (2015,

hereafter Part I), high-resolution (nested grids with

3-km, 1-km, and 250-m horizontal grid spacing) numer-

ical prediction experiments using single-, double-, and

triple-moment (1M, 2M, and 3M, respectively) con-

figurations of a multimoment bulk microphysics scheme

were produced, from initial conditions that assimilated

Doppler radar data as well as other high-resolution

observations. We found that the 3M scheme overall

performed the best, producing the smallest track er-

rors for the mesocyclone on the 1-km grid and stron-

ger and longer-lived TLVs on the 250-m grid, more

comparable to the observed tornado. In contrast, the

1M scheme with the default Marshall and Palmer

(1948) rain intercept parameter performed poorly,

producing a cold pool that was too strong and only

weak and short-lived TLVs. We analyzed in detail the

differences in latent cooling from evaporation and

melting among the schemes and how the differences

led to different cold-pool intensities. Finally, we also

discussed the general implications of such differences

for tornado behavior.

In Part II of this study, we focus on understanding the

dynamical and thermodynamical effects related to the

very different behaviors of the TLVs in the different

simulations. We analyze two of the above experiments:

one utilizing the 3Mmicrophysics scheme that exhibited

weak cold pools and an intense long-track TLV and the

other utilizing the 1M version of the same scheme that

exhibited strong cold pools and relatively weak and

short-lived TLVs. Extending the earlier findings ob-

tained mostly based on observational and idealized

simulations, this paper examines the relationship be-

tween cold-pool intensity and tornado behavior in a

realistic, real data setting. More specifically, given that

intense vertical stretching is the primary reason for rapid

intensification and maintenance of near-surface vorti-

ces, we study the direct impacts of the buoyancy and

dynamic pressure gradient forcing in the vertical mo-

mentum equation.We analyze carefully these quantities

along trajectories that enter the TLVs near the ground

and quantify their respective contributions to the verti-

cal accelerations of those air parcels that lead directly to

TLV intensification. Moreover, we diagnose the latent

cooling associated with hydrometeor phase changes that

directly impact the buoyancy along these trajectories as

well as other relevant quantities related to the hydro-

meteor particle size distributions (PSDs).

In addition to the importance of the thermal com-

ponent of the buoyancy, we find that the TLV itself

provides an important positive contribution to the

buoyancy forcing via the so-called pressure buoyancy

term that enhances the magnitude of upward acceler-

ations within the TLV. As far as we know, a quantita-

tive analysis of the forcings responsible for rapid

vertical acceleration and stretching leading to tornado

vortex intensification has not been performed in the

literature, at least not in the context of simulations of

tornadoes (or TLVs) driven by real data. Finally, we

wish to emphasize that we are deliberately setting aside

the question of the ultimate source of vertical vorticity

for the TLVs in order to focus solely on the vertical

momentum budgets.

The rest of this paper is organized as follows. In sec-

tion 2, after a brief summary of the simulations to be

analyzed, we describe the methodology of the buoyancy

diagnostics and trajectory analysis. Section 3 describes

results of these analyses as applied to the tornadic region

of the simulated supercell and describes the impacts on

the intensity of the TLVs. We discuss the importance of

the contribution to buoyancy forcing from pressure

perturbations in Section 4. Finally, section 5 summarizes

the study and discusses potential avenues for

future work.

2. Methodology

a. Recapitulation of the 250-m simulations of the
3 May 1999 Oklahoma City tornado event

In Part I, we presented data assimilation and fore-

casting experiments for the 3 May 1999 Oklahoma City,

Oklahoma, tornadic supercell, using the Advanced Re-

gional Prediction System (ARPS) model (Xue et al.

2001, 2003) with triply nested 3-km, 1-km, and 250-m

grids and realistic underlying terrain. In this paper, we

will focus on the 250-m grid simulations and briefly re-

view their setup here. We performed four sets of nested

experiments using different configurations of the

Milbrandt and Yau (2005, hereafter the MY# scheme,

where # refers to the number of moments predicted)

multimoment bulk microphysics scheme. On the 1-km

grid, radar data as well as other available observa-

tions were assimilated at 10-min intervals from 2100 to

2250UTC, a period that covers the entire developing phase

of tornadic supercell stormsAandB and the early tornadic

phase of storm A [based on the lettering and numbering

convention of Speheger et al. (2002); see Fig. 1 and
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Table 1 in Part I]. The 250-m experiments attempted to

capture the evolution of near-tornado-scale circulations

in free forecasts and were initialized from the in-

terpolated 1-km forecasts of the same microphysics

configurations at 2305 UTC. This time is about 20min

before the onset of the F5 Moore–Oklahoma City tor-

nado in storm A, the primary focus of this paper.

Of the four 250-m experiments in Part I, we choose

two for more detailed analysis in this paper:

250mMY1A and 250mMY3, and hereafter drop the

leading ‘‘250m’’ for the sake of brevity. Experiment

MY1A utilizes the SM version of the MY scheme,

with a fixed intercept parameter for rain of 8.0 3
106m24 [i.e., the well-known and widely used Marshall

and Palmer (1948) value], while MY3 utilizes the full

3M version of the scheme, in which all three free pa-

rameters of the assumed gamma size distribution are

allowed to vary independently. As shown in Part I,

experiment MY1A produced overall smaller mean

volume diameters of rain in the downdrafts, and cor-

respondingly larger amounts of evaporative cooling,

than MY3, and thus also produced stronger cold pools

and only short-lived weak TLVs. Experiment MY3

produced the strongest and longest-lived TLV of all the

experiments. Therefore, we focus on these two extreme

cases and analyze in detail contributions of various

components of the buoyancy and dynamic vertical

pressure gradient forcings in the near-TLV region and

their connections to the microphysics.

b. Vertical momentum equation diagnostics

The anelastic vertical momentum equation in La-

grangian form with Coriolis force neglected can be

written as

Dw

Dt
52

1

r

›p0

›z
1B1F , (1)

where p0 is the perturbation pressure relative to a hori-

zontally homogeneous hydrostatic reference (or base)

state with pressure p5 p(z), and r5 r(z) is the density

associated with the reference state. The first term on the

right-hand side (rhs) represents the local vertical accel-

eration due to the vertical perturbation pressure gradi-

ent force (VPPGF). The second term B is the buoyancy,

defined as

B[2g
r0

r
, (2)

where r0 is the perturbation density relative to the ref-

erence state r and g is the acceleration due to gravity.

Finally the last term F represents friction and other

diffusive processes in the model, such as computational

and subgrid-scale turbulent mixing. BuoyancyB and the

VPPGF are the two primary forcing terms in (1).

As discussed by Davies-Jones (2003, hereafter DJ03)

and (Doswell and Markowski 2004, hereafter DM04),

the partitioning of B and VPPGF in a continuous at-

mosphere is by no means trivial; the VPPGF in (1)

generally contains contributions from both the flow

dynamics and buoyancy in amanner that depends on the

arbitrary choice of base state. As such, a proper de-

composition of the vertical acceleration due to buoyancy

on the one hand, and due to variations in the wind field

on the other, is crucial for correct physical in-

terpretation. Often, p0 in (1) is divided into a part due

solely to spatial variations in velocity (called the ‘‘dy-

namic pressure perturbation’’) p0
d and a part due to the

buoyancy field itself p0
b such that (1) can be rewritten as

Dw

Dt
52

1

r

›p0
d

›z
1

�
2
1

r

›p0
b

›z
1B

�
1F , (3)

where the term in parentheses represents the total

‘‘buoyant contribution’’ (Emanuel 1994) to vertical ac-

celerations that is independent of the specification of the

base state, though its components are not (DJ03;

DM04). Equation (3) and similar equations based on the

perturbation Exner function have been used extensively

in diagnostics of model convection simulations for

many years.

Under the anelastic approximation, what DJ03 calls

the ‘‘effective buoyancy’’ b (the Greek letter being used

to distinguish it from the traditional buoyancy B) can be

derived from the solution of the Poisson equation:

2=2b5 g=2
HrT , (4)

where =2 and =2
H are the 3D and horizontal Laplacian

operators, respectively, and rT is the total ‘‘system’’

density of moist air plus suspended hydrometeors (as-

sumed to be falling at their terminal velocities). The

effective buoyancy bwhich depends solely on horizontal

variations in the density field, is essentially the ‘‘static’’

part of the locally nonhydrostatic vertical pressure gra-

dient force (NHVPGF; DJ03) and can be shown to be

equivalent to the sum of the traditional buoyancy B and

the part of the VPPGF associated with the buoyancy

field. That is, b can be written as

b5 r

�
2
1

r

›p0
b

›z
1B

�
, (5)

where the term in parentheses is merely the buoyant

contribution in the more traditional formulation of (3).

Note that in (4) and (5), b is in units of force, whereas in

our analyses, we present it in units of acceleration by
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dividing through by the model base-state density r. This

is the same approach taken by Jeevanjee and Romps

(2015). Similarly, we will refer to the VPPGF in terms of

acceleration (i.e., the VPPGA).

While DJ03 provides an analytic solution to (4) using

Green’s functions, we chose to solve (4) numerically by

first discretizing it on the ARPS terrain-following grid

and then solving it using a fast multigrid solver, mud3cr,

in the MUDPACK (Adams 1989). Routine mud3cr was

designed for arbitrary grid transformations that result in

cross-derivative terms and variable scaling coefficients

in the Laplacian operators of (4) (Adams and

Smolarkiewicz 2001) and is therefore ideally suited for

our purpose. Following DJ03, we specify homogeneous

Dirichlet boundary conditions of b5 0 for the bottom

and top boundaries. This condition has often been used

without rigorous justification in previous work;

Jeevanjee and Romps (2015) show that this is the ap-

propriate and unambiguous boundary condition based

on their novel (but equivalent) definition of b. We also

set lateral boundary conditions to the same homogenous

Dirichlet conditions for faster convergence, as testing

confirmed that the interior solution of b is relatively

insensitive to the choice of either Dirichlet or Neumann

conditions for these boundaries. Finally, after obtaining

b from the numerical solution of (4), we calculate the

dynamic VPPGA [term 2 on the rhs of (3), hereafter the

DVPPGA] as a residual from the sum of the model di-

agnosed VPPGA and buoyancy terms [terms 2 and 3 on

the rhs of (1)]. We found the frictional acceleration term

in the vertical momentum equation from the model

fields to be much smaller (not shown) than the other

terms in (1). Therefore, we neglected this term for the

purposes of this study.

While the above procedure produces analyses of

buoyancy and DVPPGA that do not depend on the

reference or base state, it is not immediately obvious

how to separate out the influences of thermal, pressure,

and hydrometeor perturbations to the total buoyant

contribution with such an approach. When the density r

is defined broadly to include the effects of hydrometeors

(Emanuel 1994; DJ03), the buoyancy B can be written

approximately (after neglecting higher-order terms) as

B ffi g

 
u0y
u
y

2
c
y

c
p

p0

p
2 q

li

!
, (6)

where u0y and uy are the perturbation and base-state

virtual potential temperature, respectively; cy and cp are

the specific heats of dry air at constant volume and

pressure, respectively; and qli is the total hydrometeor

ratio of liquid and ice species. The terms on the rhs of (6)

are the contributions to B from potential temperature

and water vapor (hereafter the ‘‘thermal buoyancy’’ or

Buy ), pressure (the ‘‘pressure buoyancy’’ or Bp), and

liquid and solid hydrometeor perturbations (‘‘water

loading’’ or Bq), respectively. Analyses of the compo-

nents of buoyancy utilizing a formulation similar to (6)

are common in the literature.

Still, buoyancy B computed from (6) suffers from the

aforementioned problem of base-state dependence and

additionally from the fact that it depends only on the

local values of the state variables. In contrast, the base-

state-independent effective buoyancy b encapsulates

the impact of both the local density perturbations and

their extended spatial influence via the buoyancy-

induced perturbation pressure gradient field [cf. (5)]. It

is thus natural to ask if the separate influences of ther-

mal, pressure, and hydrometeor effects on b can be

computed in a manner similar to that for B in (6). To

accomplish this decomposition, we first derive an ap-

proximate expression for moist air density r by utilizing

the equation of state in the following form:

r5
p
Rd/cp
0 p12Rd/cp

R
d
u
y

, (7)

where p0 is a reference pressure (typically 100 000Pa)

and Rd is the dry-air gas constant. We expand (7)

around a hydrostatic base state and neglect higher-order

terms to yield [see also Das (1979), (25)]

r ffi r2
r

u
y

u0 1

 
12

R
d

c
p

!
r

p
p0 . (8)

Substituting this expression (where we are momentarily

neglecting hydrometeor loading) into (4) yields

2=2b ffi 2g
r

u
y

=2
Hu

0
y 1 g

 
12

R
d

c
p

!
r

p
=2
Hp

0 . (9)

One can then solve separately for the two terms on the

rhs of (9) to yield the separate contributions from ther-

mal (represented by variations in uy) and pressure ef-

fects on b, which we denote as buy
and bp, respectively.

Finally, to isolate the effects of hydrometeor loading, we

again substitute the moist air density r for rT on the rhs

of (4) and subtract the result from the full b computed

using (4), yielding the effective buoyancy due to hy-

drometeor loading bq:

2=2b
q
5 g=2

H(rT 2 r) . (10)

This decomposition procedure involves the reintro-

duction of a base state. Testing (not shown) revealed

that the dependence of the individual terms in (9) on the
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choice of base state is relatively weak provided that uy
and p (and thus r) are chosen so that the perturbations

from this base state are relatively small (the total b is of

course still base-state independent). In idealized storm

simulations, the base state is often defined by a single

sounding and the perturbations are usually very small

except for regions of active storms. In our real-data

simulations, the model base state is instead defined as

the horizontal average of the initial conditions. Because

of the large horizontal inhomogeneity and significant

evolution of the storm environment during the simula-

tion, this model base state is often a poor choice for the

reference state for the purposes of calculating the

buoyancy. Observational convective storm studies such

as Markowski et al. (2002) often compute the reference

state as being some average of the storm inflow values,

and this reference state can change in time as the inflow

environment changes. In a similar vein, we compute a

time-varying reference state by taking a horizontal av-

erage of uy, utilizing an intermediate nonterrain-

following Cartesian grid defined on a subdomain (not

shown) of the full 250-m grid that encapsulates storm A

and its nearby environment. We obtain the new refer-

ence pressure p by integrating the hydrostatic equation

downward from the horizontally averaged full pressure

at themodel top. Finally, we interpolate the horizontally

homogeneous reference fields from the Cartesian grid

back to the model terrain-following grid and compute

the perturbation variables as departures from this new

reference state.

To demonstrate the foregoing decomposition of b, we

plot in Fig. 1 north–south vertical cross sections through

the TLV in MY3 at a time near its peak intensity for

each of the individual components of b. The total b

(Fig. 1a) is strongly positive within and near the TLV. By

far the largest contribution to the total b in the vicinity

of the simulated TLV comes from pressure variations

(bp, Fig. 1c). This is especially true in the low levels

(below about 1 km AGL). We discuss the role and

physical interpretation of bp in more detail in section 4.

Positive thermal buoyancy bp increases steadily with

height within the TLV as rising air parcels begin to re-

alize their CAPE (Fig. 1b). Hydrometeor loading bq

(Fig. 1d) slightly opposes buv
in this region of the TLV.

FIG. 1. North–south vertical cross section through the simulated TLV near its peak intensity at 4860 s in MY3.

Shown in color fill are (a) total, (b) thermal, (c) pressure, and (d) hydrometeor loading effective buoyancy accel-

eration (m s22). Overlaid in each panel are vertical velocity w (black contours, 5 m s21) and vertical vorticity z

(green contours, 0.01-s21 increment, starting at 0.01 s21).
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c. Trajectory analysis

We perform a trajectory-based analysis to investigate

the thermodynamic and dynamic characteristics of the

low-level air flowing into the simulated TLVs. Our ap-

proach is to initialize a grid of near-surface parcels at the

first model level above ground where the vertical ve-

locity is defined (;20m AGL) and in a 144-km2 square

region surrounding the surface vortex at a given refer-

ence time. An example of the analysis region is shown in

Fig. 2: a total of 2401 trajectories are initialized within

the region. A new grid of trajectories is spawned at 30-s

intervals throughout the forecast period in analysis re-

gions that are recentered on the maximum surface ver-

tical vorticity z each time (the trajectory reference time).

For each reference time, trajectories are integrated

backward for 15min and forward for 5min, and various

thermodynamic and dynamic quantities are interpo-

lated to the trajectories. In particular, we examine the

instantaneous microphysical latent cooling rates, the

diagnosed b and DVPPGA, and several derived per-

turbation quantities. The initialization of trajectories

on a regular grid also lends itself to convenient visuali-

zation. For example, an averaged or integrated quantity

over some portion of a given trajectory can be plotted at

the trajectory’s location on the reference grid, allowing

for spatial contouring of complex Lagrangian infor-

mation on an Eulerian grid. The trajectories themselves

are computed using model output at 30-s intervals and

2-s subtime steps. For each time step, a forward time

integration is followed by a trapezoidal time integration.

A similar trajectory program was used by Schenkman

et al. (2012, 2014).

For convenience, we will call the forward and back-

ward trajectory integration periods simply the forward

and backward periods, respectively. To determinewhich

parcels enter the tornado over the forward periods, we

impose a criterion that the parcel must experience an

instantaneous magnitude of z$ 0:1 s21 at some time

during the forward period (note, this criterion is not

used to define the TLV itself but only to delineate tra-

jectories that become part of the TLV flow). In this

manner, the number of parcels that enter the TLV in the

forward period out of the total in the 144-km2 analysis

region can be tracked in time (Fig. 3). This serves as a

measure of the intensity of the TLV (a stronger TLVwill

generally ingest more near-surface air during a given

time period). For other measures of the TLV intensity

based on maximum horizontal wind speed and z, we

refer the reader to Fig. 18 in Part I. This approach allows

for determining the main source regions of inflow par-

cels (at least those that are near the surface at the ref-

erence time) for the TLV and can illuminate changes in

time and differences between simulations. Testing con-

firmed that while this criterion missed some trajectories

that did enter the TLV, it did seem to effectively exclude

trajectories that did not enter the TLV (such as those

that encountered modest magnitudes of vorticity along

the gust front). Thus, the fraction of trajectories entering

the TLV shown in the analyses in the next section should

FIG. 2. Example of the trajectory analysis region centered on the

TLV, as indicated by the black square inside the figure. Small green

crosses indicate the initial points of the trajectories (every scalar

grid point) at the given trajectory reference time (4860 s). Shown

are surface reflectivity (dBZ, color shading), vertical vorticity z

(purple, 0.1-s21 contour shown), and ground-relative wind vectors

placed every 1 km (scale in lower right), valid at 4860 s (0026 UTC

4 May 1999) for MY3.

FIG. 3. Number of trajectories (out of a total of 2401) vs trajec-

tory reference time that enter the TLV over the subsequent 5min

forMY1A (black) andMY3 (red). The vertical black bars highlight

times when a relative maximum of trajectories entered the TLV at

4380 s for MY3 and 4890 s for MY1A, respectively.
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be considered as a conservative estimate. Finally, for

each of those trajectories that enter the TLV in each of

the 5-min forward periods, we determine the time at

which the trajectory first enters the TLV (defined as

when the instantaneous vertical vorticity first exceeds

0.02 s21) and use this time to discriminate points outside

the TLV from points within. For convenience we will

define these time periods as the pre-TLV and intra-TLV

periods, respectively.

3. Results

a. Trajectory footprints

The locations of trajectories that enter the TLV dur-

ing the 5-min forward periods, when plotted at the ref-

erence time (when the trajectory points are on a regular

grid), demarcate a 5-min ‘‘footprint’’ for the TLV.

Figure 4 shows an example of the trajectory footprint as

the region covered by open gray squares (where each

square represents a single trajectory) for MY1A (left

column) and MY3 (right column) at the time with the

largest footprint (referred to as peak intensity) for both

cases (black vertical bars in Fig. 3). The footprint is

considerably larger in MY3 than in MY1A, commen-

surate with the more intense TLV in this experiment.

Additionally, there are many more trajectories entering

from the inflow region east and northeast of the TLV in

the case of MY3.2 Other times (not shown) show qual-

itatively similar behavior. Dahl et al. (2012) found that

backward trajectories in the inflow region of the simu-

lated supercell in their study were largely erroneous,

even when wind fields were used every model time step,

owing in part to rapid error growth for parcels in con-

vergent flow (which becomes divergent in the backward

time direction). There are two important differences in

our trajectory analysis from those of Dahl et al. (2012).

First, the trajectories in the inflow of the TLV are all at

least partially forward in time, and indeed we use only

the forward trajectories to define the TLV footprint (see

above). As such, except for those trajectories very near

the TLV at the reference time, the specific problem

identified by Dahl et al. (2012) for backward trajectories

does not apply. Second, our simulations contain surface

friction, while those of Dahl et al. (2012)—as well as

most previous studies of this type—utilized free-slip

lower boundary conditions. It is unknown how impor-

tant this latter difference is to the modification of near-

surface trajectories, but we speculate that near-surface

inflow trajectories might be more prevalent when re-

alistic surface friction is included owing to the associated

greater radial convergence. Future work may examine

this issue in more detail. Schenkman et al. (2014) also

found trajectories coming from the inflow region in one

of the developing simulated tornadoes in their study.

However, in their case the representative trajectory was

influenced by an incipient storm cell within the inflow of

the main tornadic supercell and descended slightly

(from ;70m AGL) as it approached the tornado (see

their Fig. 17), while in the present case no such history of

descent is evident in the inflow trajectories. Finally,

Naylor and Gilmore (2014) found inflow trajectories in

several of their high-resolution idealized simulations of

TLVs, and in two cases the low-level air entering the

TLV contained no outflow trajectories. Both of these

studies performed trajectory analyses focused on the

time of tornadogenesis. Our results suggest that, at least

once a mature TLV is established, downdraft air enter-

ing the TLV near ground level may not be as important

as the relatively undisturbed near-surface inflow.

The initial height Zinit of each trajectory at the be-

ginning of the 15-min backward period is shown in color

shading in Figs. 4a,b for MY1A and MY3, respectively.

Within the outflow, parcels tend to come from higher

altitudes in MY1A than in MY3. This result is broadly

consistent with the observational study of Markowski

et al. (2002), who inferred higher parcel origin heights in

the outflow of nontornadic storms as compared with

tornadic storms. Additionally, there is substantially

more variability in the initial parcel heights and associ-

ated outflow features in MY1A. In MY1A, there is a

northward extension of trajectory points along a con-

vergence boundary/region, perpendicular to which there

is an east–west gradient in Zinit (Fig. 4a). In contrast, in

MY3, the near-surface TLV inflow parcels come from a

much broader and more symmetric region than MY1A

(Fig. 4b), and the gradients inZinit aremuchmore subtle.

Physically, this difference in geometry is consistent with

the near-TLV flow in MY3 being dominated by broad

and strong near-surface convergence as opposed to a

greater role for the local vertical circulations associated

with the surface boundaries in MY1A.

As also discussed in Part I, we note that the north–

south convergence boundary in MY1A bears some re-

semblance to the ‘‘left-flank convergence boundary’’

(LFCB) found by Beck and Weiss (2013), in their high-

resolution idealized supercell simulation, while this

feature is muted or not present in MY3. In Beck and

2 To test the impact of the temporal frequency of the data, we

reran theMY3 experiment with a portion of the data output to disk

at 5-s intervals instead of the 30-s intervals used in the analyses in

this paper. Even with a factor-of-6 refinement in the temporal

frequency of the data, we obtained the same qualitative results (not

shown), indicating the robustness of the trajectory calculations

herein.
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FIG. 4. Analysis (color shading) of (a),(b) initial trajectory height (m), (c),(d) integrated downward effective

buoyancy b (m s22), and (e),(f) integrated downward dynamic vertical perturbation pressure gradient acceleration

(DVPPGA, m s22) along trajectories at the trajectory reference time. The maximum height or integrated forcing is

taken over the 15-min backward-trajectory integration period relative to the reference (panel) time at which the

initial trajectory grid is defined. (left) MY1A at the reference time of 4890 s and (right) MY3 at 4380 s (cf. vertical

black bars in Fig. 3). In each panel, the trajectories that enter the TLV in the subsequent 5-min forward period are

denoted by light gray squares. Also overlaid in each panel are rainwater mixing ratio qr (black contours; 0.01, 0.1,

0.5, 1.0, 5.0 g kg21 indicated), vertical vorticity z (purple contours, every 0.12 s21, starting at 0.03 s21) and ground-

relative wind vectors at the first scalar point above ground (;10m), plotted every 500m in the horizontal.
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Weiss (2013), this boundary was also associated with

gradients of ue and initial parcel height, and their main

simulation exhibited a relatively strong cold pool com-

parable to or stronger than that of MY1A in the current

study. Finally, we speculate that the lack of a well-

defined LFCBmay be related to the relative dominance

of inflow trajectories in MY3 (Fig. 4, right column);

such a boundary might otherwise act as a ‘‘screen’’

blocking air from the inflow sector from reaching the

TLV as appears to be the case in MY1A [Fig. 4, left

column; see also Dahl et al. (2012), their Fig. 6]. Further

investigation of this issue is beyond the scope of this

study but may be investigated in future work.

In the bottom two rows of Fig. 4, the quantity in color

shading represents, respectively, the integrated down-

ward b and the integrated downward DVPPGA as ex-

perienced by the trajectories in the 15-min backward

period. That is, for only those times when the net vertical

acceleration (the sum of b and DVPPGA) was down-

ward, the part of the acceleration due to b and

DVPPGA, respectively, was integrated over the 15-min

period. In this manner, the dominant forcing mecha-

nisms for downward accelerations of the parcels as they

descend toward the surface and reach their termination

points on the reference grid can be visualized. A greater

proportion of parcels in the outflow region in MY1A

have been driven by negative buoyancy acceleration

(Fig. 4c) as opposed to in MY3 (Fig. 4d), particularly in

the northwest quadrant relative to the TLV center. In

both cases, there is a region with a history of strong

downward DVPPGA in the southwest quadrant

(Figs. 4e,f), most of which does not interact directly with

the TLV over the ensuing 5min (cf. gray squares).

However, inMY3,many of the parcels entering the TLV

on the southeast side have had a history of strong

downward DVPPGA (Fig. 4f). In contrast, from the

same relative region in MY1A, most parcels have ex-

perienced predominantly negative buoyancy forcing

(Fig. 4c). This basic pattern is apparent at other refer-

ence times (not shown).

b. Microphysical and vertical force analysis in the
pre-TLV periods

Decomposing b into its components, we find that the

greater negative b in MY1A is due to a combination of

negative buy
and bq (Figs. 5a and 5e, respectively). In

Fig. 5 and subsequent similar plots, the positions of all

TLV trajectories at 30-s intervals in the (15min1) pre-

TLV period are plotted as a function of the magnitude

of a given quantity versus height. The solid black line

indicates the average value of the quantity in 100-m

height bins. Additionally, each trajectory point is col-

ored by the quadrant it inhabits relative to the surface

location of the TLV at the reference time. For MY1A,

buy
is negative on average for parcels at most heights in

the pre-TLV period (Fig. 5a, black line), as is bq

(Fig. 5e). Virtually all of the parcels coming from above

the surface originate in the southwest and northwest

quadrants (relative to the location of the TLV at the

reference time; green and red dots, respectively). In

contrast, for MY3, the average buy
and bq (Figs. 5b,f,

respectively) are both small in magnitude, indicating

that buoyancy is not a dominant forcing for downdraft

parcels entering the TLV during this time period. In

both cases, the effective pressure buoyancy bp is rela-

tively unimportant for parcels in the pre-TLV period

(Figs. 5c and 5d, respectively).

At this point, it is worth discussing a curious and ini-

tially somewhat counterintuitive feature of bq that can

be seen particularly in the low levels in Fig. 5e: namely

that for some points, the value of bq is actually positive,

despite the fact that the hydrometeor loading termBq in

the traditional buoyancy formulation [see (6)] is a neg-

ative semidefinite quantity. As intimated in section 2a,

this can be understood as an effect of the extended in-

fluence of Bq by its induced pressure perturbation [first

term in parentheses on the rhs of (5)]. This influence is

implicit in the calculation of bq from (10) and can be

either positive or negative at a given location depending

on the spatial variability of rT 2 r and thus, ultimately,

qli. In short, regions of positive bq can be viewed as re-

sulting from the compensating (nondynamic) VPPGA

induced by nearby areas of Bq and may be themselves

hydrometeor free. To put it yet another way, parcels

with low or zero qli will typically have a density deficit

relative to nearby parcels with higher qli and thus may

actually experience a net upward effective buoyancy

force, depending on the details of the horizontal varia-

tion of the hydrometeor field. Similar arguments apply

to the other components of b.

For the peak intensity reference times, TLV trajec-

tories in MY1A on average have a history of smaller

mean volume diameterDmr of rainwater (Fig. 6a), larger

rain-evaporation rates (Fig. 6c), and larger rain mixing

ratio qr (Fig. 6e) than those in MY3 (Figs. 6b,d,f, re-

spectively). The scatter in Dmr is also much greater in

MY3 than in MY1A. A closer look reveals that the

spatial pattern ofDmr inMY1 follows very closely that of

the qr contours (Fig. 7a), while there is much greater

variation inMY3with the largestDmr occurring near the

south edge of the forward flank (Fig. 7b). This pattern

agrees well with observations of high ZDR (a proxy for

Dmr) in this region of supercells (Kumjian and Ryzhkov

2008; Romine et al. 2008). This behavior is a conse-

quence of the absence (presence) of the size-sorting

effect in 1M (3M) moment schemes that is described in
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detail in Kumjian andRyzhkov (2012) andDawson et al.

(2014). Parcels entering the TLV from the NW and SW

quadrants in both experiments tend to have the largest

magnitudes ofDmr (green and black points in Figs. 6a,b).

This is consistent with the relatively larger magnitudes

of Dmr in the neck of the hook echo and storm core in

both cases (Fig. 7) but the average value is roughly 2.5

times greater in MY3 (;2.5–3.0mm) than in MY1A

(;1.0mm). The large amount of small-drop trajectory

points at low levels inMY3 in the southeast and northeast

quadrants (Fig. 6b, purple and blue points, respectively)

is a consequence of the presence of low clouds in the

storm inflow that are producing small raindrops via

warm-rain processes. However, the rain-evaporation

FIG. 5. Scatterplots of (a),(b) thermal buy
, (c),(d) pressure bp, and (e),(f) water loading bq effective buoyancy

acceleration for all TLV trajectory points in the pre-TLV period vs height AGL for (left) MY1A for the 4890 s

reference time and (right) MY3 for the 4380 s reference time (i.e., the same reference times as shown in Fig. 4). The

thick black lines in each plot represent the 100-m binned averages. Additionally, the points are colored according to

which quadrant relative to the TLV location they are located at the given time: southwest (SW), red; northwest

(NW), green; northeast (NE), blue; and southeast (SE), violet.
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rates in this region are very low owing to both the very

high relative humidity in the storm inflow (not shown)

and the overall small magnitudes of qr (Fig. 6f). A

similar scenario is evident when considering the im-

pacts of melting hail (Fig. 8) except that the average

hail mean volume diameter Dmh is greater for most

heights in MY1A than in MY3 (see corresponding

discussion in Part I). Most of the hail in MY1A is found

in the NW quadrant (green points in Fig. 8), which

corresponds to the main body of the hook echo pre-

cipitation and overall qh is much greater in MY1A than

in MY3 (Figs. 8e,f, respectively).

More parcels experience periods of downward

DVPPGA in MY3 than in MY1A (Fig. 9d versus

Fig. 9c). This result indicates that the predominant

mechanisms forcing descent of parcels that later

enter the TLV are different between the two ex-

periments: namely, pre-TLV downdraft parcels are

FIG. 6. As in Fig. 5 but for (a),(b) rain mean volume diameter Dmr (mm), (c),(d) instantaneous rain evaporative

cooling rate (EVAPQR, K s21), and (e),(f) rain mixing ratio qr (g kg
21). Only points with nonzero qr are shown.
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predominantly buoyantly driven in MY1A (but

largely cancelled by upward DVPPGA as the parcels

descend toward the ground), whereas there are more

dynamically driven downdraft parcels in MY3. Fi-

nally, as also seen in Figs. 4a,b, there are more parcels

descending from greater altitudes (.1 km) in MY1A

than in MY3, and these also tend to be negatively

buoyant, which is consistent with the deeper profiles

of evaporation and melting in MY1A (see Part I for

further discussion).

The black lines in the trajectory scatterplots (Fig. 5

and similar figures) represent the averages of the vari-

ables for each 100-m height bin. To get an idea of the

temporal evolution of the TLV trajectories, we can plot

these averages as a function of height and reference

time. These are shown for b and DVPPGA in Fig. 10.

From this perspective, the overall evolution of the TLV

in MY1A versus MY3 is consistent with that shown for

the individual ‘‘peak intensity’’ reference time above—

namely, that the parcels entering the TLV have a history

of greater negative buoyancy associated with greater

latent cooling and hydrometeor mass in MY1A than in

MY3, particularly for trajectory points below 1kmAGL

(Fig. 10a versus Fig. 10c). Trajectories entering the TLV

in MY3 that descend from aloft also tend to encounter a

region of strong downward DVPPGA between about

500 and 1500km AGL that is more prevalent than in

MY1A. The TLV in MY3 exhibits some time periods

where some parcels descend from a greater height than

in MY1A, in contrast to the peak intensity time dis-

cussed in the previous section. However, the fraction of

trajectories (for a given reference time) beginning above

1 km AGL in the pre-TLV period is much smaller in

MY3 relative to MY1A for most of the evolution of the

TLV (Fig. 11).

c. Trajectory analysis for the intra-TLV period

We explore the behavior of parcels after entering the

TLV in a manner similar to the pre-TLV trajectory

analysis by examining scatterplots and time–height

plots of height-binned trajectory points during the

intra-TLV period. In Figs. 12–14, the trajectory points

are colored by the magnitude of their instantaneous

vertical velocity w, and the size of the points is related

to the negative magnitude of their pressure perturba-

tion p0. The components of b exhibit dramatic differ-

ences from their pre-TLV behavior (Fig. 12). This is

due to the large dynamically induced pressure drop

within the TLV itself (Fig. 13), associated with the

centrifugal force. This negative p0 contributes to sub-

stantial positive bp (Figs. 12b,c), particularly in MY3,

which has an average pressure drop approximately

twice that of MY1A (cf. Figs. 13a,b), particularly be-

low 1 km AGL. Indeed, bp is by far the dominant

positive term in the buoyancy forcing in the low levels

for both experiments: approximately 75% of the total

positive b forcing in MY3 below 2 km AGL comes

from the effective pressure buoyancy bp (cf. Figs. 12b,d).

In MY1A, this contribution is nearly 100% (cf.

Figs. 12a,c). However, the overall magnitude of bp is

much lower than in MY3 (cf. Figs. 12c,d), andMY1A

exhibits primarily negative buy
below 1 km AGL

(Fig. 12a).

In contrast, parcels in MY3 exhibit rapidly increasing

buy
with height up to nearly 5 km AGL (Fig. 12b), which

represents the farthest parcels are able to ascend in the

FIG. 7. Surface rain mean volume diameterDmr(color shading), rainwater mixing ratio qr

(black contours; 0.01, 0.1, 0.5, 1.0, 5.0 g kg21 indicated), vertical vorticity z (purple, 0.1-s21

contour shown), and ground-relative wind vectors at the first scalar point above ground

(;10 m), plotted every 500 m in the horizontal for (a) MY1A at 4890 s and (b) MY3

at 4380 s.
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intra-TLV period (maximum of 5min). This increase is

ultimately due to latent heating from condensation as

parcels quickly reach their LFC and is consistent with

the modeling study of Naylor and Gilmore (2014) and

the observational study of Davies (2004), who found a

correlation with relatively low LFCs and tornadic ac-

tivity. By extension, this result is also consistent with the

findings of Rasmussen andBlanchard (1998), Thompson

et al. (2003), and Craven and Brooks (2004) that su-

percell environments with relatively low LCLs are more

likely to produce strong tornadoes.3 These studies sug-

gested that lower evaporation potential in the subcloud

layer and correspondingly warmer and more buoyant

storm outflow are responsible for this correlation. Our

results suggest that, at least for environments with rel-

atively weak CIN, a further explanation may be found in

FIG. 8. As in Fig. 6, but for hail.

3 Since a relatively low LFC implies a relatively low LCL, but not

vice versa. See discussion in Davies (2004).
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the additional boost to the low-level updraft by the

earlier onset of positive buy
. Davies (2004, 2006) made

similar arguments. Parcels accelerated upward by dy-

namic and pressure buoyancy effects in the TLV are

more likely to become positively thermally buoyant

before succumbing to the downward DVPPGA asso-

ciated with the vertical decrease in rotation of the

tornado itself (i.e., the so-called vortex-valve effect;

Davies-Jones 1986). In MY1A, the weaker nature of

the TLV is evident by the fact that parcels are unable to

ascend as far as in MY3, and the total b is substantially

smaller than in MY3 (Figs. 14a,b).

In bothMY1AandMY3, upwardDVPPGA(Figs. 14c,d)

dominates in the lowest few hundred meters, associated

with the strong near-surface convergence into the TLV

(not shown), but is particularly intense in MY3. Above

this level, a large amount of scatter is evident, which is

due to the tilt of the TLV (not shown): parcels alter-

nately experience downward and upward DVPPGA as

they spiral from one side of the tilted vortex to the other.

FIG. 9. As in Fig. 5, but for (a),(b) total effective buoyancy acceleration b, (c),(d) dynamic vertical perturbation pressure

gradient acceleration (DVPPGA), and (e),(f) total (Lagrangian) vertical acceleration (i.e., the sum of b and DVPPGA).
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Additionally, some of these parcels are actually descend-

ing within the axial downdraft of the TLV (blue shading

for w, 0 in Figs. 12–14). After averaging out these os-

cillations,DVPPGA is generally negative overmost of the

depth of the TLV in bothMY1A andMY3 (black lines in

Figs. 14c,d). In MY3, however, the negative DVPPGA

below 1kmAGL is compensated for by the large positive

b (dominated by bp), such that the overall vertical accel-

eration through;2kmAGL is positive (Fig. 14e). Parcels

tend to reach their maximum w of 40ms21 or greater

around 2km AGL (dark red circles in Fig. 14, right col-

umn) with generally decreasing positive w above that

level. In contrast, in MY1A, the magnitude of total ver-

tical acceleration is much smaller than in MY3 through

2km and small but negative above (Fig. 14f). Accordingly,

maximum positive w experienced by parcels is lower,

around 20–30ms21 (red circles, Fig. 14, left column).

4. Physical interpretation of pressure buoyancy

The finding that effective pressure buoyancy bp (and

by extension, the ‘‘traditional’’ pressure buoyancy Bp)

plays a large role in the vertical momentum budget of

the TLVs in this study is supported by the earlier axi-

symmetric study of Leslie and Smith (1978). We now

turn to a discussion of the physical interpretation of

this term.

First, we note that bp tends to be large and positive in

regions where p0 is large and negative (cf. Fig. 12d and

Fig. 13d). To illustrate this more explicitly, Fig. 15a

shows a time–height profile of p0 in the core of the long-

lived TLV in MY3, while Fig. 15b shows the corre-

sponding bp (fields are horizontally averaged over the

core of the vortex for points with z. 0:05 s21). In gen-

eral the most intense pressure drop in the core occurs

near the surface for most of the lifetime of the TLV,

decreasing in intensity with increasing height; bp

exhibits a qualitatively similar pattern, except near the

surface owing to the lower boundary condition (see

section 2a). On the other hand, the decrease in the

magnitude of (negative) p0 with height is reflected in a

general negative (downward directed) DVPPGA

through much of the depth of the TLV (Fig. 15c; except

near the surface where strong convergence leads to a

FIG. 10. Time–height plots of average (a),(c) b and (b),(d) DVPPGA for (top) MY1A and (bottom) MY3, for

trajectories in the pre-TLVperiods. Also plotted in each panel are the total numbers of trajectories (out of a total of

2401 for each reference time; cf. Fig. 3) scaled by dividing by a factor of 250 (thick green curve), and the reference

time of peak intensity for each case (vertical black line), corresponding to those in Fig. 3.
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strong upward-directed DVPPGA). The sum of bp and

DVPPGA is shown in Fig. 15d, and it can be seen that

the large positive bp more than compensates for

the negative DVPPGA in this case through much of the

depth of the TLV aloft. The key point is that bp in the

core of a tornado or TLV ultimately depends on hori-

zontal variations of the pressure field (and qualitatively

on themagnitude of the pressure drop in the core), while

the DVPPGA instead depends on its vertical gradient

(more precisely, the vertical gradient of the dynamic

part p0
d only, but in tornadoes p0

d is a large fraction of

total p0). Since the relative contributions of DVPPGA

and bp in the core of the tornado depend on different

aspects of the TLV pressure distribution, they conceiv-

ably may vary independently. To illustrate with a simple

example, consider two idealized tornadoes, each with

different overall magnitudes of the core pressure drop,

but with the same downward-directed DVPPGA.

(Such a scenario may be approximated in nature if a

tornado intensifies relatively uniformly with height.

Often, of course, the DVPPGAwill not remain constant

as a tornado intensifies, but will instead also increase in

magnitude as the pressure drops more quickly in the

lower levels of the vortex; themain point here is that this

is not physically inevitable.) We illustrate this scenario

schematically in Fig. 16. We see that the greater the

overall magnitude of the pressure drop in the TLV for a

given negative DVPPGA, the more the resulting larger

positive bp compensates for the negative DVPPGA (cf.

the ‘‘strong’’ and ‘‘weak’’ cases in Fig. 16a and Fig. 16b,

respectively).

The fact that bp (orBp) is related to the total pressure

perturbation p0 5 p0
d 1 p0

b indicates that it can be in-

terpreted as including a dynamic feedback to the static

forcing. This is particularly true in tornadoes, where

intense circulation dynamically supports a large frac-

tion of the core pressure drop. When (3) is written in

terms of the Exner function p instead of physical

pressure p and potential temperature u in place of

density r (hereafter the ‘‘p2 u’’ and ‘‘p2 r’’ forms,

respectively), the pressure buoyancy Bp no longer ex-

plicitly appears in the vertical momentum equation

[see, e.g., Houze (1993)], being absorbed by the

VPPGF term (Markowski and Richardson 2010). In-

deed, this is often taken as an advantage of the p2 u

form, as it simplifies the mathematical presentation.

Moreover, the combination of Bp and the VPPGF into

one term in the p2 u form would appear to cohere with

our physical interpretation of Bp. Yet, we first made

this interpretation based on an analysis done using the

p2 r form, and the consequence of this gain in math-

ematical elegance is that the foregoing physically mo-

tivated decomposition into dynamic and static

components is at least partially obscured. For these

reasons, we argue that a deeper physical understanding

is gained when the vertical momentum equation is

written in the p2 r form.

Since the large contribution to upward buoyancy ac-

celerations from the low-pressure perturbation within

the TLV depends on the existence of the vortex in the

first place, the pressure buoyancy cannot be the primary

vertical forcing for tornadogenesis. It is better to view bp

as locally modulating the intensity of the vortex by op-

posing the downward DVPPGA in the core (the afore-

mentioned ‘‘vortex-valve effect’’) provided another

mechanism is in place to otherwise sustain the vortex

(namely the overlying buoyant updraft and mesocy-

clone). We speculate that the primary role of bp may be

to aid in physically ‘‘connecting’’ the vortex with this

overlying ‘‘support structure.’’ We further note that we

are not suggesting that the ‘‘pressure buoyancy effect’’

would provide an unending positive feedback loop (as

might be implied by the fact that its magnitude increases

with the increasing intensity of the tornado). As

FIG. 11. Percentage of pre-TLV trajectory origin points above

a given height vs reference time for (a)MY1Aand (b)MY3.Green

curves and vertical black lines are as in Fig. 10.
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discussed in Eskridge et al. (1979), this can clearly be

ruled out on energy budget considerations.

Whether there is any additional role of bp (or Bp) in

terms of fundamental vortex dynamics remains unclear

and requires further investigation. Many previous nu-

merical studies of tornado dynamics have effectively

neglectedBp by imposing theBoussinesq approximation

or even the more restrictive assumption of constant

density on the governing equations. However, Xia et al.

(2003) showed that much of the effect of compressibility

on the pressure field of a simulated tornado could be

recovered even in an incompressible, constant density

model via a diagnostic ‘‘isentropic transform’’ pro-

cedure. In the new, ‘‘reinterpreted’’ pressure field, the

effect of Bp is now implicitly included (D. Lewellen

2015, personal communication) for a given velocity

structure. Importantly, these aforementioned idealized

studies were largely concernedwith elucidating the basic

dynamics of tornadoes, rather than attempting to sim-

ulate them within the context of a realistic parent

FIG. 12. As in Fig. 5, but for all TLV trajectory points in the intra-TLV period. Additionally, the points are now

colored according to the instantaneous magnitude of vertical velocity w (m s21) and the sizes represent the mag-

nitude of the instantaneous pressure perturbation p0 (hPa; legend in upper left of each panel).
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thunderstorm. As we have shown, in this more complex

scenario, neglecting this term clearly will lead to

large errors.

5. Summary and conclusions

In Part II of this study, we investigated the impact of

1M versus 3M bulk microphysics on simulated torna-

dic activity (i.e., tornado-like vortices or TLVs) in the

high-resolution (250-m grid spacing) simulations of an

F5 tornado discussed in Part I. Specifically, we chose

for detailed analysis two of the 250-m simulations

representing the high evaporation–strong cold pool

(MY1A) and the low evaporation–weak cold pool

(MY3) extremes, obtained using a 1M and 3M ver-

sion of a multimoment microphysics scheme. Our

main goals were to 1) investigate the differences in the

microphysical and thermodynamic properties of the

air flowing into the TLVs using a trajectory analysis

and 2) assess the relative importance of buoyant ver-

sus dynamic vertical momentum forcing both before

and after the air entered the TLVs. Systematic dif-

ferences between buoyant versus dynamic forcing for

vertical motion were seen in the TLVs of the two

experiments, with MY3 producing an intense, long-

lasting TLV with behavior more similar to the ob-

served tornado. The main findings of this study are as

follows:

1) A trajectory analysis revealed that the air flowing

into the TLV in MY3 was dominated by largely

unmodified inflow air. The existence of a large

number of inflow trajectories in our study contrasts

with the results of Dahl et al. (2012), who found that

trajectories entering their simulated TLV were al-

most exclusively derived from the storm-generated

outflow. Also, trajectories descending through the

rear-flank downdraft experienced relatively minor

amounts of rain evaporation and hail melting prior to

entering the tornado.

2) In contrast, a greater percentage of TLV trajectories

in MY1A descended through a greater depth. They

also tended to experience much more evaporative

cooling from rain and melting from hail as well as

more hydrometeor loading. The differences in evap-

orative cooling were tied to the larger mean rain

diameters [O(3mm)] in MY3 as compared with

MY1A [O(1mm)] as well as greater amounts of rain

overall. Cooling by melting of hail was greater in

MY1A owing primarily to the much larger amounts

of hail in the low levels when compared to MY3.

3) With the greater latent cooling and hydrometeor

loading in MY1A, parcels converging into the TLV

were typically negatively thermally buoyant by the

time they reached the TLV. In agreement with

previous observational (Markowski 2002;

Markowski et al. 2002; Lee et al. 2012) and modeling

studies (Leslie and Smith 1978; Markowski et al.

2003; Parker 2012; Markowski and Richardson

2014), the more negatively buoyant air contributed

to a weaker TLV.

4) In both MY1A and MY3, the vertical accelerations

were dominated by upward dynamic VPPGA in the

lowest levels (in the lowest few hundredmAGL). In

MY3, the thermal buoyancy of the air flowing into

the intense and long-lasting TLV was on average

neutral or slightly negative, while it was more

negative in the weaker, short-lived TLV in MY1A.

For most of the life cycle of the TLV in both MY3

and MY1A, positive pressure buoyancy dominated

all other terms in the buoyancy but was substantially

weaker in MY1A. This finding corroborates the

earlier highly idealized study of Leslie and Smith

(1978) and confirms that this term plays an impor-

tant role in the vertical momentum budget of

tornadoes. Many previous analyses of tornado

FIG. 13. As in Fig. 12, but for perturbation pressure p0 (hPa) for
(a) MY1A and (b) MY3.
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dynamics have implicitly included the pressure buoy-

ancy effect but have not clearly explained its nature.

We provided a physical interpretation of the pressure

buoyancy in this context as a dynamic feedback to the

static part of the nonhydrostatic vertical pressure

gradient acceleration. This term mitigated or in some

cases overwhelmed the downward dynamic VPPGA

within the TLV core in our simulations.

Above about 1 km AGL within the TLV in both ex-

periments, thermal buoyancy due to latent heat release

in the storm updraft quickly becomes an important term

contributing to vertical acceleration of parcels within

(stretching of) the vortex, while the dynamic VPPGA

was typically downward at this level (owing to the de-

crease in rotational intensity, and thus the associated

pressure drop, with height).

The above findings indicate that the thermodynamic

characteristics of the TLV inflow have a strong and di-

rect impact on the intensity of the TLV via their impacts

on the vertical momentum budget. These characteris-

tics, in turn, are strongly modulated by the microphysics

FIG. 14. As in Fig. 9, but for TLV trajectory points in the intra-TLV period (color and size of points as in Fig. 11).

Note the different scale on the x axis from that in Fig. 9.
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scheme via its treatment of latent cooling from evap-

oration and melting of hydrometeors. In our study,

a 3M scheme resulted in a TLV simulation with

many characteristics—notably intensity, duration, and

pathlength—that were very similar to the observed

3 May 1999 Oklahoma City F5 tornado. The 1M

scheme, in contrast, resulted in only weak and short-

lived TLVs. We found other interesting differences in

regard to surface thermal and wind boundaries: the 1M

experiment contained what appeared to be a left-flank

convergence boundary (LFCB; Beck and Weiss 2013)

in addition to the traditional rear-flank gust front

(RFGF), while the former appeared weaker or absent

in the 3M experiment. Further study of these differ-

ences is warranted and will be considered in future

work. Finally, we reiterate that we have not addressed

the tornadogenesis problem itself in this study, but

future work may examine the importance of baroclinic

sources of vorticity for tornadogenesis and mainte-

nance, especially in light of the very weak low-level

thermal gradients present in the 3M experiment, which

also contained the most intense and longest-

lived TLV.

In considering the potential broader impacts of this

study, we submit these results as a strong argument for

continued investigation into the utility of sophisticated

multimoment microphysics for improvement of storm

and tornado simulation and prediction—one of themain

goals of the emerging warn-on-forecast paradigm

(Stensrud et al. 2009, 2013).
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