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ABSTRACT

This second part of a two-paper series compares deterministic precipitation forecasts from the Storm-Scale

Ensemble Forecast System (4-km grid) run during the 2008 NOAA Hazardous Weather Testbed (HWT)

Spring Experiment, and from the Canadian Global Environmental Multiscale (GEM) model (15 km), in

terms of their ability to reproduce the average diurnal cycle of precipitation during spring 2008. Moreover,

radar-based nowcasts generated with the McGill Algorithm for Precipitation Nowcasting Using Semi-

Lagrangian Extrapolation (MAPLE) are analyzed to quantify the portion of the diurnal cycle explained by

the motion of precipitation systems, and to evaluate the potential of the NWP models for very short-term

forecasting.

The observed diurnal cycle of precipitation during spring 2008 is characterized by the dominance of the 24-h

harmonic, which shifts with longitude, consistent with precipitation traveling across the continent. Time–longitude

diagrams show that the analyzed NWP models partially reproduce this signal, but show more variability in the

timing of initiation in the zonal motion of the precipitation systems than observed from radar.

Traditional skill scores show that the radar data assimilation is the main reason for differences in model

performance, while the analyzed models that do not assimilate radar observations have very similar skill.

The analysis of MAPLE forecasts confirms that the motion of precipitation systems is responsible for the

dominance of the 24-h harmonic in the longitudinal range 1038–858W, where 8-h MAPLE forecasts initialized

at 0100, 0900, and 1700 UTC successfully reproduce the eastward motion of rainfall systems. Also, on average,

MAPLE outperforms radar data assimilating models for the 3–4 h after initialization, and nonradar data

assimilating models for up to 5 h after initialization.

1. Introduction

Some authors (e.g., Fritsch and Carbone 2004; Knievel

et al. 2004) have proposed the evaluation of numerical

weather prediction (NWP) forecasts in terms of how well

they reproduce statistical properties of observations as an

alternative to skill scores based on point-to-point com-

parison. In this sense, Dai et al. (1999), Davis et al. (2003),

Dai and Trenberth (2004), Knievel et al. (2004), Janowiak

et al. (2007), Clark et al. (2007, 2009), and others have

performed such evaluations by examining how NWP

models depict the diurnal cycle of precipitation during

the warm season over North America. Their analyses

are indicative of model performance in characterizing
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convection initiation, the motion of organized convec-

tion, and the convection related to sea-breeze circulations

near the Gulf of Mexico. Similarly, in a recent paper

(Surcel et al. 2010, hereafter Part I) we have evaluated the

performance of the Canadian Global Environmental

Multiscale (GEM) model in terms of its depiction of the

diurnal cycle of precipitation, focusing on the perfor-

mance of the model in different precipitation regimes.

This second part focuses on comparing the skill of

different models in depicting the diurnal cycle of pre-

cipitation and in forecasting rainfall during spring 2008.

For this purpose, in addition to the precipitation outputs

of the operational version of the GEM model (Côté et al.

1998; Mailhot et al. 2006) already presented in Part I,

this study also analyzes precipitation forecasts from

the Storm-Scale Ensemble Forecast (SSEF) system de-

veloped by the University of Oklahoma’s Center for

Analysis and Prediction of Storms (CAPS; Xue et al.

2008; Kong et al. 2008; Coniglio et al. 2010). The SSEF

was run as part of the 2008 National Oceanic and At-

mospheric Administration (NOAA) Hazardous Weather

Testbed (HWT) Spring Experiment with a grid spacing of

4 km and it explicitly depicts convection. In contrast,

GEM was run on a significantly coarser grid (15 km) with

convective parameterization. Given that convective ac-

tivity is one of the main agents determining the diurnal

cycle of precipitation, especially during summer [as shown,

among others, by Carbone et al. (2002) or in Part I], we

expect the representation of convection to play an im-

portant role in model performance.

This study also includes precipitation forecasts pro-

duced by the McGill Algorithm for Precipitation Now-

casting Using Semi-Lagrangian Extrapolation (MAPLE),

described in Germann and Zawadzki 2002). MAPLE is

a nowcasting system based on extrapolating recent ob-

servations by Lagrangian persistence and is thus not able

to handle precipitation growth and decay. Previous long-

term evaluations of MAPLE (Kilambi and Zawadzki

2005; Lin et al. 2005; Germann et al. 2006) have indicated

a skill superior to NWP models for the first 6 h. The purpose

of including MAPLE in this study is to quantify how much

of the diurnal cycle can be explained by the motion of

precipitation systems, and to serve as a reference for the

evaluation of the radar data assimilating SSEF members

in the context of precipitation nowcasting.

The paper is structured as follows: first, the analyzed

dataset is presented (section 2). Section 3 evaluates the

skill of the analyzed NWP models in reproducing the

diurnal cycle of precipitation. Similarly, section 4 fo-

cuses on MAPLE’s depiction of the diurnal cycle. The

dependence of the quality of the deterministic forecasts

on the time of day is analyzed in section 5. Finally, the

main findings of the study are summarized in section 6.

2. Data description

a. Model precipitation forecasts

The CAPS SSEF is a state-of-the-art storm-scale en-

semble forecasting system that was run as a contribution

to the 2008 NOAA HWT Spring Experiment from April

to June 2008 (Xue et al. 2008; Kong et al. 2008). The

system uses the Advanced Research version of the

Weather Research and Forecasting model (ARW-WRF;

Skamarock et al. 2008), version 2.2, and consists of 10

members with different physical schemes and perturbed

initial and lateral boundary conditions (IC–LBC). The

30-h forecasts starting at 0000 UTC are run for each

member on a 4-km grid. The background ICs are in-

terpolated from the North American Mesoscale

Model (NAM; Janjic 2003) 12-km analysis, and ICs

perturbations for perturbed members are obtained

from the operational Short-Range Ensemble Forecast

(SREF; Du et al. 2006) system from the National

Centers for Environmental Prediction (NCEP) Envi-

ronmental Modeling Center (EMC). Convective-scale

observational information is introduced into the ICs of

nine of the members by assimilating level-II radial velocity

and reflectivity data from individual Weather Surveillance

Radar-1988 Doppler (WSR-88D) radars and data from

surface station networks. Radar data are treated with the

CAPS processing package that includes a quality control

and averaging of radar observations from their native

coordinates onto the 4-km model grid (superobing). The

data are then assimilated with a three-dimensional vari-

ational data assimilation (3D-Var) cloud analysis system

(Gao et al. 2004; Brewster et al. 2005; Hu et al. 2006a,b)

within the Advanced Regional Prediction System

(ARPS; Xue et al. 2003). A basic description of the model

configuration can be found in Tables 1 and 2 (for more

information see Xue et al. 2008; Kong et al. 2008). Two

of the members (control members C0 and CN) do not

have SREF-based IC–LBC perturbations, have identical

model configurations, and use interpolated NAM analy-

ses as background for ICs. However, convective-scale

observations from radar and surface stations are assimi-

lated only within CN. In this article, we analyze de-

terministic forecasts from C0, CN, N2, and the

probability-matched ensemble mean. The N2 member

has the same configuration as CN, but with perturbed IC–

LBC. The probability-matched SSEF mean (hereafter

PM mean) is generated as proposed by Ebert (2001) by

imposing the frequency distribution of rainfall intensities

from the nine ensemble members assimilating radar data

(i.e., all except C0) to the traditional ensemble mean (the

average of these ensemble members). The probability

matching has been applied on a domain slightly larger

than the analysis domain presented in Fig. 1. In this way,
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over the domain on which it is computed, the PM mean

has the distribution of rainfall intensities predicted by

the nine ensemble members. However, this is not nec-

essarily the case when the coverage is computed over

smaller subdomains. This procedure assumes that the

correct location of rainfall is well depicted by the en-

semble mean and that the ensemble members give the

correct frequency distribution of rainfall intensities.

GEM [Table 1; see a complete description in Mailhot

et al. (2006) and references therein] is a global, hydro-

static, variable-resolution model, used operationally at

the Canadian Meteorological Center (CMC) for re-

gional forecasting since May 2004. In the central part of

the domain, which covers North America, the horizontal

grid spacing is uniform at 15 km and the vertical grid

spacing is variable with 58 vertical levels and with the

model lid being at 10 hPa. It is run twice a day, at 0000

and 1200 UTC, and the ICs are provided by a 3D-Var

Regional Data Assimilation System (RDAS; Laroche

et al. 1999) that does not include radar observations. The

GEM model employs the Kuo transient scheme for

shallow convection (Bélair et al. 2005) and the Kain and

Fritsch (1990) scheme for deep convection. In this study

we analyze 30-h precipitation forecasts of hourly rainfall

accumulations starting from 0000 UTC. We refer to this

model configuration as GEM15.

b. Radar data

As in Part I, the verification data consist of U.S. radar

mosaics at 2.5-km altitude generated by the National

Severe Storm Laboratory (NSSL; Zhang et al. 2005)

every 5 min and with a resolution of 1 km in space.

A threshold of 15 dBZ is used to discriminate between

raining and nonraining areas for the computation of

rainfall coverage, and maps of reflectivity Z are converted

into rain rate R according to Z 5 300R1.5. Instantaneous

rainfall intensity maps every 15 min have been averaged

to obtain maps of hourly accumulated rainfall.

TABLE 1. Summary of model configurations. Planetary boundary layer (PBL) schemes: moist turbulent kinetic energy (moist TKE;

Mailhot et al. 2006) and Mellor–Yamada–Janjic turbulence parameterization scheme (MYJ; Janjic 2001). Cumulus parameterizations:

Kain–Fritsch cumulus parameterization scheme (KF; Kain and Fritsch 1990, 1993) and Kuo-transient convection scheme (Bélair et al.

2005). Radiation schemes: Goddard shortwave radiation scheme (Tao et al. 2003) and Rapid Radiative Transfer Model (RRTM; Mlawer

et al. 1997). Land surface models: interactions between Soil–Biosphere–Atmosphere scheme (ISBA; Bélair et al. 2003a,b) and the Noah

land surface model (Ek et al. 2003).

Model GEM15 SSEF

Reference Mailhot et al. (2006) Xue et al. (2008)

Horizontal grid spacing 15 km 4 km

Initial conditions Regional data assimilation system NAM12 0000 UTC

PBL scheme Moist TKE MYJ

Cumulus parameterization KF–Kuo-transient —

Cloud microphysics Sundqvist (1978) Thompson et al. (2008)

Shortwave radiation scheme Fouquart and Bonnel (1980) Goddard

Longwave radiation scheme Garand (1983) RRTM

Land surface model ISBA Noah

TABLE 2. Configuration of the different SSEF members. Only C0, CN, and N2 (in boldface) have been used in this study. CN and C0 are

control members and the rest have perturbed initial and lateral boundary conditions (IC–LBC). The microphysics schemes include

Thompson (Thompson et al. 2008), WRF Single-Moment 6-class (WSM6; Hong and Lim 2006), and Ferrier (Ferrier et al. 2002). Some

members use the Goddard shortwave radiation scheme (Tao et al. 2003) and the rest use the Dudhia (1989) scheme. The abbreviations for

the PBL schemes are the Mellor–Yamada–Janjic (MYJ; Mellor and Yamada 1982; Janjic 2003) and the Yonsei State University (YSU;

Noh et al. 2003).

Member

Radar data

assimilation

IC–LBC

perturbations Microphysics

Shortwave radiation

scheme

PBL

scheme

CN Yes No Thompson Goddard MYJ

C0 No No Thompson Goddard MYJ

P1 Yes Yes WSM6 Dudhia MYJ

P2 Yes Yes WSM6 Dudhia YSU

P3 Yes Yes Ferrier Goddard MYJ

P4 Yes Yes Thompson Dudhia YSU

N1 Yes Yes Ferrier Goddard YSU

N2 Yes Yes Thompson Goddard MYJ

N3 Yes Yes Thompson Dudhia YSU

N4 Yes Yes WSM6 Goddard MYJ
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c. MAPLE forecasts

MAPLE (see a complete description in Germann and

Zawadzki 2002) is an extrapolation-based technique for

precipitation nowcasting. It uses the Variational Echo

Tracking (VET) algorithm (Laroche and Zawadzki 1995)

to estimate the motion field of precipitation, and a mod-

ified semi-Lagrangian backward scheme for advection.

Here, MAPLE has been run using the NSSL 2.5-km

rainfall maps described above to generate 8-h forecasts

initialized every hour with a horizontal resolution of

1 km and a sampling in time of 15 min.

d. Cases studied and analysis domain

The forecasts and observations employed in this study

have different resolutions, domains, and time periods of

availability. Except when specified otherwise, the anal-

yses have been carried out over six subdomains covering

most of central and eastern United States from 1038 to

788W in longitude and from 328 to 458N in latitude as

illustrated in Fig. 1. As in Part I, the analysis focuses on

forecasts of hourly rainfall accumulations initialized at

0000 UTC. The precipitation forecasts have been re-

mapped onto a common 4-km, latitude–longitude grid

using nearest-neighbor interpolation. The remapped

fields are then smoothed to a 32-km resolution using a

Haar wavelet low-pass filter.

We have studied 24 precipitation cases from 16 April

to 6 June 2008 when 30-h forecasts from all model runs

were available (see details in Table 3).

3. Model depiction of the diurnal cycle of
precipitation during spring 2008

a. Mean diurnal cycle of precipitation

As discussed in Part I, the diurnal cycle of precipitation

during spring 2008 as depicted from radar observations

is characterized by rainfall systems that demonstrate

some consistency in their timing and evolution, initiating

on average around 1038W at 1900 UTC, and propagating

along a time–longitude corridor to 858W at 0600 UTC.

However, these radar observations do not show the

characteristic signal associated with stationary after-

noon convection induced by thermal forcing in the

southeastern part of the domain, usually present during

summer (Carbone et al. 2002; Part I). Instead, little pre-

cipitation is observed in the eastern portion of the domain

(for more details on the diurnal cycle of precipitation

during spring 2008 and on its seasonal and interannual

variability, the reader is directed to Part I).

Unlike during summer 2008, GEM15 possesses some

skill in reproducing the mean diurnal cycle of preci-

pitation during spring 2008. GEM15 forecasts reproduce

the characteristic west–east precipitation corridor, but

the rainfall coverage and to a lesser extent the rainfall

amounts are overestimated. This result can also be ob-

served in Figs. 2 and 3, which show the mean evolution

of precipitation coverage and of hourly rainfall inten-

sities over the domains described in section 2 as a func-

tion of lead time (and consequently UTC time as the

forecasts are initialized at 0000 UTC). It is worth no-

ticing that although GEM clearly overestimates pre-

cipitation coverage, average rainfall intensities (Fig. 3)

do not present large biases.

The other model configurations also overestimate

precipitation coverage, GEM15 and C0 being the least

biased. In terms of the mean hourly rainfall intensity, the

model–radar comparison shows a geographical depen-

dence: while in the westernmost domains the 4-km SSEF

members seem to best agree with the observations and

GEM15 underpredicts the rainfall amounts, in the cen-

tral and eastern regions C0 and CN overpredict pre-

cipitation and GEM15 is the closest to observations (cf.

the different lines in Fig. 3).

Others (e.g., Weisman et al. 2008; Schwartz et al. 2009;

2010) have shown similar overprediction of rainfall cov-

erage and amounts using 4-km, convection-allowing

versions of WRF, similar to the SSEF members analyzed

here. In particular, Schwartz et al. (2010), when studying

the sensitivity of the results to the planetary boundary

layer (PBL) parameterizations, reported larger biases for

the members using the Mellor–Yamada–Janjic (MYJ)

FIG. 1. Analysis domain. The dotted circles represent the cov-

erage of the 2.5-km CAPPI maps, while the rectangles ranging

from 328–458N to 1038–788W correspond to the subdomains on

which the statistics have been computed. The precipitation field

presented in this figure is typical for spring 2008.

TABLE 3. Case studies.

Month Days

Apr 2008 18, 23, 24, 25, and 30

May 2008 1, 2, 5, 6, 7, 8, 19, 20, 21, 22, 24, 27, 28, 29, and 30

Jun 2008 2, 4, 5, and 6
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scheme (present in the three SSEF members selected

here; Table 2), and lesser biases for the members using

the YSU option. The latter is used in other SSEF mem-

bers not included in our analysis.

The only difference between the configurations of

SSEF control members C0 and CN is in the initialization

(Table 2), the ICs for C0 being simply interpolated from

the NCEP NAM analysis, while CN is benefiting from

an advanced data assimilation system that includes radar

observations. As mentioned by Kain et al. (2010), while

the assimilation of other mesoscale observations is also

important, radar data assimilation plays the dominant

role in the simulation of deep convection. Therefore, the

comparison between C0 and CN allows us to investigate

the impact of assimilating radar data, which both Xue

et al. (2009) and Kain et al. (2010) indicate as significant

within the first 9–12 h of the forecasts. Figure 2 confirms

a delay in the onset of precipitation with C0 relative to

CN: in the northwest, C0 forecasts reach the rainfall cov-

erage forecasted by CN after 8 h, while in other regions

(e.g., in the south-central and northeastern domains), this

point is not reached even after 24 h.

The comparison of CN with N2 highlights the effect

of IC–LBC perturbations in depicting the diurnal cy-

cle of precipitation. The results presented in Figs. 2 and 3

are mostly in agreement with the findings of Schwartz

FIG. 2. Regional diurnal cycle of fractional precipitation coverage (using a threshold of 0.2 mm h21)

over the subdomains of analysis (see Fig. 1) for the entire period of analysis for radar observations and for

the different rainfall outputs as indicated on the legend. The order of the graphs corresponds to the

geographic position of the domains.

FIG. 3. As in Fig. 2, but for the average hourly rainfall intensity.
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et al. (2010), who showed little differences between the

mean diurnal evolution of coverage and rainfall intensity

of the members with the same microphysics and PBL

parameterizations.

Finally, for the first forecast hour, the PM mean shows

average values of coverage and rainfall intensity (Figs. 2

and 3) similar to CN, N2, and radar observations. This is

because all the SSEF members except C0 assimilate

radar data and hence the precipitation patterns fore-

casted during the first hour by the members (not shown)

are very similar to the observed, thereby constraining

the spread of the ensemble. However, with lead time,

the PM mean predicts coverage and rainfall intensity

values different than those of the CN and N2 members

presented here, particularly in the central and western

subdomains. This is mostly caused by the fact that some

ensemble members (not shown) forecast higher average

coverage and intensity values than CN and N2, which

Schwartz et al. (2010) attributed to the different PBL

and microphysical parameterizations used (listed in

Table 2).

b. Time–longitude diagrams

Figures 4 and 5 show the Hovmöller (time–longitude)

diagrams of hourly rainfall accumulations from radar ob-

servations and from model forecasts for lead times be-

tween 6 and 30 h; the first 6 h of the forecasts have been

ignored to avoid the spinup time of the models. These have

been obtained, as in Part I, by averaging hourly rainfall

intensities within the latitudinal range 328–458N. In these

plots, organized rainfall systems appear as time–longitude

precipitation ‘‘streaks,’’ the slope of these streaks indi-

cating the apparent zonal speed (e.g., Carbone et al. 2002;

Part I). Visual inspection reveals that during spring 2008,

most of the analyzed precipitation systems (e.g., 23–24

April, 2 and 6–8 May, and 4–5 June 2008) originated from

convective cells on the lee side of the Rockies, which then

organized along large-scale features and crossed the con-

tinent in about 24 h. This is different than during summer,

when precipitation systems organize at smaller scales and

the extent of west–east streaks is shorter (lasting for about

12 h; see Part I; Carbone et al. 2002).

FIG. 4. Hovmöller time series of average rain intensity (mm h21) for (from bottom to top) 16 Apr–14 May averaged in the latitudinal

range 328–458N for (a) radar observations and (b)–(f) the 6–30-h model forecasts run at 0000 UTC: GEM15; SSEF members C0, CN, and

N2; and the PM mean. The longitudinal range extends from 1108 to 788W (notice that it is larger than that in Fig. 1). The ticks in the y axis

correspond to 0000 UTC, and the gray shading represents the days when no data were available. The circles indicate the location and

timing of convection initiation and the dashed–dotted lines are centered along precipitation streaks. Both the circles and the dashed lines

have been obtained by subjective analysis of radar observations and are overlaid on the model diagrams of (b)–(f) to enable comparison.
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Overall, except for the general overestimation of rain-

fall amounts also identified in section 3a, all forecasting

systems are able to adequately depict the evolution of

precipitation during spring 2008 with very few rainfall

events being missed. However, a more careful analysis of

the Hovmöller diagrams uncovers some clear errors in

forecasting (i) the location and timing of convection ini-

tiation in the western portion of the domain (encircled in

Figs. 4 and 5) and (ii) the timing, duration, and speed of

the precipitation streaks (marked with dashed–dotted

lines in Figs. 4 and 5).

These errors have a direct impact on the Hovmöller

diagrams of the average diurnal cycle of precipitation

coverage and intensity presented in Fig. 6. These have

been obtained by averaging rainfall occurrence and

hourly intensities of all events within the latitudinal

range of 328–458N and as a function of time of the day.

The models reproduce well the average timing of pre-

cipitation initiation along the foothills of the Rockies at

about 1900 UTC (indicated by a small circle in Fig. 6), as

well as the time–longitude corridor along which preci-

pitation systems cross the continent (marked by an ellipse

in Fig. 6). However, the average Hovmöller diagrams for

all model configurations exhibit a weaker signal along this

corridor (this problem seems less significant for the radar

data assimilating SSEF members) and show additional

streaks that are apparent in both the coverage and rainfall

intensity panels. We attribute these features to nonsys-

tematic errors in NWP models in reproducing the timing,

location, and motion of precipitation.

There are some clear similarities between the mean

diurnal Hovmöller diagrams for the three SSEF mem-

bers (Figs. 6c–f, i–l). They satisfactorily replicate the

time–longitude corridor of precipitation, but they all fail

to dissipate the systems traveling eastward beyond 928W

after 1500 UTC. It is quite apparent that, on average,

simulated systems are much larger and more intense than

those depicted by radar observations. In addition, the

Hovmöller diagrams for the models show two maxima

around 2000 UTC at longitudes 958 and 908W that are not

present in those computed from radar observations. On

the other hand, the visual comparison of the Hovmöller

diagrams for C0 and CN reveal some differences in their

representation of the main precipitation streak between

0600 and 1500 UTC (marked with an ellipse in Fig. 6), CN

depicting better than C0 the amplitude of the diurnal

cycle between 978 and 928W. However, the model–radar

correlation coefficients computed in the Hovmöller do-

main are very similar for the three members. To assess

the significance of these correlation coefficients, statisti-

cal tests have been performed by adapting the resampling

methodology presented by Hamill (1999). For two given

FIG. 5. As in Fig. 4, but for 14 May–11 Jun 2008.
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models, a resampled set has been constructed by ran-

domly choosing the daily Hovmöller diagram of either

one or the other model for each day. A second resampled

set was constructed using the data not included in the first.

From these two resampled sets (artificial time series) we

have computed the mean daily time–longitude diagrams

(say H1 and H2, similar to those in Fig. 6), and we have

calculated the correlation coefficients between each of

them and the Hovmöller diurnal cycle of radar observa-

tions (Figs. 6a,g). Since H1 and H2 have been constructed

by randomly picking the forecasts from either model for

each day, the difference between the correlation co-

efficients is expected to be 0. The process described above

has been repeated 1000 times, thus obtaining a distribu-

tion of correlation differences. From this distribution the

intervals for significance level a 5 0.05 have been esti-

mated, showing that the differences in the correlation

coefficients among C0, CN, and N2 are not statistically

significant.

The Hovmöller diagrams of the PM mean (Figs. 6f,l)

reveal a higher correlation with observations (Figs. 6a,g)

than any of the 10 individual members. The resampling

methodology described above showed that the higher

correlation corresponding to the PM mean is significant

for 8 out of the 10 SSEF members for precipitation cov-

erage. This means that the PM mean succeeded in

smoothing the timing and location errors of the individual

members (similar results were found by Clark et al. 2009).

In this sense, the PM mean optimally represents the

rainfall maxima at 1000 UTC along longitude 938W and

FIG. 6. Hovmöller diagrams of the average diurnal cycle of precipitation in the latitudinal range 328–458N for the period 16 Apr–6 Jun

2008 generated from the 6–30-h forecasts initialized at 0000 UTC. The longitudinal range extends from 1108–788W. The diagrams are

duplicated along 0000 UTC, and the white dashed lines at 0600 UTC indicate the range of the 6–30-h forecasts (note that in the range 0000–

0600 UTC, the 24–30-h forecasts have been employed). The (a)–(f) precipitation coverage and (g)–(l) intensity computed from the source

indicated in each. The Hovmöller diagrams are normalized (divided) by the corresponding average coverage and rainfall intensity values

that are indicated in the bottom-right corner of each diagram (in % for coverage and in mm h21 for rainfall intensity). In the bottom-left

corner of (a)–(l) r is the correlation between the Hovmöller diagram and that obtained from radar observations. The small circle indicates

the timing and location of convection initiation on the west side of the analysis domain, and the ellipse covers part of the main precipitation

streak that is well depicted by SSEF members assimilating radar data (see the text).
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at 0000 UTC along longitude 988W. However, it suffers

from the same aforementioned problems of the indi-

vidual SSEF members; namely, an extended duration

of traveling systems and the existence of two rainfall

maxima beyond 2000 UTC. Finally, the Hovmöller dia-

grams of the PM mean resemble more those of GEM15

(with a correlation coefficient between the diagrams of

Figs. 6h,l of 0.88), than those of observations (the cor-

relation between radar observations and the PM mean

Figs. 6g,l, respectively, is 0.78). This indicates that these

NWP precipitation forecasts, notwithstanding differences

in model configurations, physical parameterizations, etc.,

are more similar to each other than to observations,

hence suggesting similar fundamental difficulties in the

depiction of the diurnal cycle of precipitation by NWP

models.

The results presented so far in this section are for lead

times in the range 6–30 h. Surcel et al. (2009) presented

the analysis of Hovmöller diagrams derived from NWP

forecasts in the range 0–24 h from the same dataset. The

main differences with the current results are (i) a dis-

continuity at 0000 UTC with GEM and C0 because of

the time needed to develop precipitation in their ini-

tialization process, and (ii) the better depiction of the

precipitation corridor in the 0000–0600 UTC time in-

terval by the SSEF members that are assimilating radar

observations.

c. Frequency analysis of daily averaged
Hovmöller diagrams

In Part I, a Fourier analysis on the average Hovmöller

diagrams of precipitation coverage and average rainfall

intensity has been performed to identify the important

modes of diurnal variability and to evaluate GEM15’s

ability to represent them. Similarly, Fig. 7 illustrates the

normalized power spectra of the average Hovmöller

diagrams of rainfall intensity (Fig. 6) for radar obser-

vations and model forecasts, while Fig. 8 portrays the

phases of the 24-h harmonics as function of longitude.

Radar observations indicate the dominance of the 24-h

harmonic across the continent, and especially in the range

1038–928W, where it explains at least 90% of the variance.

Between 1038 and 1008W, the 24-h harmonic depicts the

recurrent nature of convection initiation and shows a

nearly constant phase with longitude in Fig. 8 (the black

line is nearly horizontal between 1038 and 1008W). On the

other hand, between 1008 and 848W where the motion of

precipitation systems is the main mechanism of preci-

pitation occurrence, the phase of the 24-h harmonic shifts

with longitude as indicated by the slope of the black line

in Fig. 8. Even though the 12- and 8-h harmonics appear

more dominant in the range 928–838W (Fig. 7), the origin

of these harmonics in spring is not clear. Visual inspection

of precipitation patterns in Figs. 4 and 5 would suggest

that the dominance of the 24-h harmonic east of 838W

cannot be attributed to the well-documented stationary

diurnal cycle of convection induced by thermal forcing in

the southeastern United States during the warm season

(Carbone et al. 2002; Part I), but rather to the arrival of

systems from the west.

As also discussed in Part I, the discrepancies between

the models and radar power spectra are regarded as

a result of the inability of the NWP models to capture

the time–space consistency of precipitation systems. In

the range 1038–928W, all models have generated some

excessive power at the higher-frequency harmonics

(Figs. 7b–f). This is the consequence of the presence of

more streaks in the precipitation corridor for the fore-

casts than observed (due to the errors described in section

3b), which results in reduced power at the 24-h harmonic.

For the SSEF members, this is particularly visible east of

958W, associated with the appearance of the local max-

ima around 2000 UTC (Fig. 6). East of 928W, all systems

seem to attribute more power to the 24-h harmonic than

what is actually present in observations. In particular, the

SSEF members show the dominance of the 24-h har-

monic between 928 and 788W as a result of the clear

overestimation of the duration of the systems mentioned

above.

In terms of the phase of the 24-h harmonic, all models

capture well the timing of the diurnal maximum be-

tween 1038 and 988W (Fig. 8), even though the amplitude

of this maximum is underestimated in the simulations. In

the range 988–948W the models forecast the timing of the

diurnal maximum 2–4 h earlier than observed. It thus

appears that the models have a delay in the development

of convection, as confirmed by Fig. 6 where the observed

diurnal maximum at 988W at 0000 UTC is shifted to the

east in the simulated diurnal cycles. Therefore, between

988 and 948W, the variation of the phase of the 24-h

harmonic with longitude for the NWP models is caused

by the development of precipitation whose timing varies

slowly with longitude. Between 948 and 908W, the 24-h

harmonic does not explain much of the variance (see

Fig. 7) and, therefore, it is difficult to interpret the vari-

ation of the phase of this harmonic with longitude. Within

908–858W, all models anticipate the timing of the diurnal

maximum by 2–3 h. The differences are less significant

east of 858W because of the reduced rainfall observed

during the analysis period.

4. MAPLE’s depiction of the diurnal cycle

MAPLE forecasts the evolution of the rainfall field by

extrapolating the most recent radar observations with the

motion field estimated in the immediate past. According
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to Germann et al. (2006), this motion is attributed to a

combination of the steering level winds transporting the

precipitation systems and of the apparent motion result-

ing from systematic growth and decay. Therefore, unlike

NWP models, MAPLE cannot be expected to reproduce

the changes in rainfall intensities due to other mecha-

nisms (e.g., initiation and dissipation of convective cells

linked to the diurnal cycle of solar heating). As a result,

depending on the event, MAPLE forecasts lose their skill

after 4–12 h as reported by Germann et al. (2006). Con-

sequently, daily series of MAPLE forecasts have been

constructed not from a single 24-h run as done for the

NWP models, but by combining a sequence of three 8-h

forecasts initialized at 0000, 0800, and 1600 UTC. This

dataset has been used for the analysis of MAPLE’s de-

piction of the diurnal cycle with the aim of quantifying the

part of the diurnal cycle that is explained by the motion of

precipitation systems. That is, if we imagine the diurnal

cycle as being composed of local changes in precipitation

plus their transport, MAPLE captures the second effect.

Figure 9a shows the Hovmöller diagrams of MAPLE

forecasts constructed with the 8-h nowcasts initialized at

0000, 0800, and 1600 UTC. That is, rainfall observations

at 0000, 0800, and 1600 UTC have been extrapolated

FIG. 7. Normalized power spectrum of the Hovmöller diurnal cycle of average hourly rainfall intensity

from the indicated sources of data as function of longitude for the period 16 Apr–6 Jun 2008.
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with the motion fields estimated in the immediate past

(i.e., precipitation intensities remain constant through-

out the forecast). Similarly, Fig. 9b shows the corre-

sponding Hovmöller diagram when MAPLE forecasts

are initialized at 0100, 0900, and 1700 UTC. The differ-

ences between the two graphs reveal the impact of the

initialization time, resulting in a significantly better per-

formance of the forecasts initialized at 0100 UTC in the

range 0100–0600 UTC. These nowcasts take advantage of

the more mature stage of precipitation systems at initiali-

zation time (as can be seen in Fig. 9c), compared with

those generated at 0000 UTC, which, on average, cor-

respond to an earlier stage of precipitation organized

in small-scale systems and with less well-defined

trajectories. Thus, the diurnal cycle of precipitation in

the longitudinal range 1008–898W is mostly explained

by the movement of precipitation systems from the lee

side of the Rockies, and not by local convection initiation

and dissipation.

There is another element that affects the performance

of MAPLE: the same motion field, and therefore the

same advection, is used over the entire forecast period

(in our case, 8 h). Figure 8 shows that within 1008–928W

and between 0100 and 0800 UTC, the zonal motion of

the systems is approximately constant, then changing

at 0800 UTC, and again becoming constant between 1000

and 0000 UTC (see the slope of the black line in Fig. 8).

Therefore it is expected that initializing MAPLE at 0800

UTC would result in precipitation systems moving slower

than observed. Indeed, Figs. 9a,b confirm this result: the

slope of the rainfall band at 958W between 0800 and 1700

UTC is steeper than for radar observations (Fig. 9c).

As a measure of predictability, Germann and Zawadzki

(2002) suggested using the lifetime (or decorrelation time)

of precipitation systems, defined as the time lag required

for the Lagrangian time correlation to fall below 1/e. As

MAPLE forecasts are based on Lagrangian persistence,

their analysis allows us to investigate the dependence of

their predictability on the time of day (Fig. 10). In gen-

eral, lifetimes presented in Fig. 10 are consistently higher

than the average value of 5.1 h determined by Germann

et al. (2006) from 1424 h of precipitation over a similar

season and domain size but for years between 1996 and

2001. The differences in accumulation window and res-

olution of the analyzed data, namely, our hourly accu-

mulations at 32 km versus their instantaneous 4-km radar

data, may at least in part explain this result. Figure 10

confirms a clear dependence of the lifetime of rainfall

systems on initialization time, thus corroborating pre-

vious results. The skill of MAPLE forecasts initialized

around 2000 UTC rapidly decays (the correlation de-

creases under 1/e after only 5.2 h). This time coincides

with the average time of convection initiation in the

foothills of the Rockies, which MAPLE cannot forecast.

The maximum lifetime of 7.2 h occurs for forecasts ini-

tialized at 0100 UTC when the precipitation patterns

have achieved a greater organization and their motion

plays a more important role in their evolution. Whether

these lifetimes are a measure of the predictability in-

herent to the actual precipitation systems or only attrib-

utable to the MAPLE nowcasts depends on the existence

of a relationship between predictability by Lagrangian

extrapolation and physical predictability (which is a

question that remains unanswered).

5. Performance as function of the time of day

As in Part I, the diurnal variation of the skill of models

and MAPLE in forecasting precipitation has been in-

vestigated. It is presented here in terms of the critical

success index (CSI; see, e.g., Wilks 1995), correlation, bias

(i.e., the ratio between forecasted and observed cover-

age), and root-mean-square error (RMSE) computed

between observations and forecasts over the 32-km grid

within the analysis domain (section 2d) as a function of

time from initialization up to 30 h (Fig. 11). Correlation

has been calculated for the rainfall field in logarithmic

units and without subtracting the mean (as in Germann

and Zawadzki 2002), the CSI and the bias are presented

for a threshold of 0.2 mm h21, and the RMSE is com-

puted in terms of hourly intensities (in mm).

Since MAPLE was run to generate 8-h forecasts, Fig. 11

displays the mean scores for four runs, initialized every

8 h. For the first hour after initialization, MAPLE shows

very good CSI and correlation, but these scores quickly

decay with forecasting time. From the verification in terms

of the correlation coefficient, we deduce average lifetimes

FIG. 8. Phase of the 24-h harmonic as function of longitude fitted

to the Hovmöller diurnal cycle of average hourly rainfall intensity

for the period 16 Apr–6 Jun 2008 (Figs. 6 h–n). Refer to the legend

for the source of the various curves. The dotted lines indicate that

the harmonic explains less than 10% of the variance of the signal,

and hence is not considered significant.

AUGUST 2012 B E R E N G U E R E T A L . 2699



of 6.5, 6.4, and 5.5 h for the forecasts initialized at 0000,

0800, and 1600 UTC, respectively (Fig. 11).

The spinup time (defined as the time required for the

forecast skill to stabilize) is estimated to be about 6–7 h

for C0, and only 2–3 h for GEM15. The CSI and cor-

relation then stabilize at a nearly constant performance

for lead times between 8 and 30 h (as found by Lin et al.

2005; Clark et al. 2009). Because of radar data assimi-

lation, SSEF members CN and N2 and the PM mean

yield high CSI and correlation for the first forecast hour,

but these scores decrease quite rapidly during the second

hour. This rapid decrease in skill suggests an important

difference between the atmospheric state represented by

the ICs as obtained with a 3D-Var assimilation system

and the atmospheric state represented in the model. The

adjustment of the model to these ‘‘imperfect’’ ICs results

in forecasts rapidly diverging from radar observations

as time progresses. The time taken by these models to

exhibit similar performance as GEM15 and C0 rep-

resents the duration of the effect of assimilating radar

FIG. 9. Hovmöller diagrams of the average diurnal cycle of hourly rainfall intensity corresponding to

(a) MAPLE forecasts initialized at 0000, 0800, and 1600 UTC; (b) MAPLE forecasts initialized at 0100,

0900, and 1700 UTC; and (c) radar observations. The correlation coefficients computed in the Hovmöller

domain between MAPLE forecasts and radar observations are shown in the bottom-left corners, and the

average rainfall intensities in mm h21 are shown in the bottom-right corners. (d)–(f) The normalized

power spectra of the Hovmöller diagrams of (a)–(c) as a function of longitude.
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observations, which, according to Fig. 11, is about 15 h.

The statistical significance of differences in CSI and cor-

relation between various models was evaluated using the

resampling methodology of Hamill (1999). Results of this

evaluation are presented in Fig. 12 for the differences

in CSI between C0, CN, GEM15, PM mean, and MAPLE

(the results are very similar for correlation coefficients

and hence not shown). Figure 12a shows that the differ-

ence in CSI between GEM15 and C0 is only significant

for the first 2 h, when GEM15 shows better scores (prob-

ably due to better initial conditions). On the other hand,

because of the radar data assimilation, CN is significantly

more skillful than GEM15 for the first 3 h of the forecasts

(Fig. 12d), while afterward the differences in CSI and cor-

relation between GEM and CN are not statistically sig-

nificant. Whereas Fig. 11 shows that CN exhibits better

CSI and correlation than C0 throughout the forecast, it can

be seen in Fig. 12 that the differences in skill are significant

for the first 7 h. In addition, the PM mean becomes sig-

nificantly better than CN only after 7 h (Fig. 12e), by

smoothing the errors of the individual members. For lead

times up to 7 h, the assimilation of radar data improves

the quality of forecasts and reduces the spread of the

ensemble in terms of precipitation by bringing all mem-

bers closer to observations at IC (note that C0, which

does not assimilate radar data, is not included in the

calculation of the PM mean).

With respect to model–MAPLE comparison, Fig. 12f

shows that MAPLE is significantly better than CN only

for the first 2 h, while it outperforms C0 for the first 4 h.

Figure 11c shows that all models, except C0 during

its spinup time, reproduce remarkably well within the

625% limits the time dependency of precipitation cov-

erage during the first 15 h of the forecasts. However, the

FIG. 10. Lifetime of rainfall systems as a function of time of the

day as estimated from MAPLE forecasts. The 24-h cycle is plotted

twice for clarity.

FIG. 11. Overall performance of the models as a function of the time of day: (a) critical

success index for hourly intensities over 0.2 mm h21, (b) correlation between forecasted and

verification rainfall in logarithmic units, (c) biases for intensities over 0.2 mm h21, and (d) root-

mean-square error of hourly intensities.
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bias has a marked diurnal cycle for each of the models

(which is not observed with the CSI and correlation), with

the maximum bias coinciding with the maximum pre-

cipitation coverage depicted by radar observations (see

Fig. 2 and Part I). Note that for reasons already men-

tioned (section 3), the PM mean overestimates pre-

cipitation coverage more than any of the three analyzed

SSEF members.

Finally, Fig. 11d shows very similar RMSE scores for

the different model configurations for about 15 h. Be-

yond this lead time, GEM15 benefits from the smaller

bias to obtain significantly better RMSE scores. The sig-

nificance analyses show that the RMSE of the PM mean

is comparable to that of the individual SSEF members,

the best performance in terms of correlation being coun-

terbalanced by the larger biases that affect the PM mean.

6. Conclusions

Using 24 days of precipitation from 16 April to 6 June

2008, the present study repeats the analysis of Part I

with a focus on the intercomparison of a variety of NWP

models and of an extrapolation-based nowcasting tech-

nique, and on their ability to capture the diurnal cycle of

precipitation.

As discussed in Part I, synoptic forcing plays a more

important role in the initiation and evolution of rain-

fall in spring than during summer. Thus, the evolution of

convection induced by thermal forcing, regularly oc-

curring in the foothills of the western Rockies during

this time period is strongly influenced by large-scale

systems. This results in longer-lived and organized pre-

cipitation systems with consistent timing and motion

characteristics.

The comparison of the average Hovmöller diagrams

derived from the 6–30-h forecasts indicates that GEM15

and the 4-km explicit convection SSEF system possess

similar skill at depicting the longitudinal dependence of

the diurnal cycle of precipitation. Both GEM15 and the

SSEF reproduce the average timing of precipitation ini-

tiation along the foothills of the Rockies, and the corridor

along which precipitation travels, but all model configu-

rations suffer from the general overprediction of pre-

cipitation coverage and amounts. Bryan et al. (2003) and

Clark et al. (2007) suggest that this inadequacy could be

attributed to the failure of the models to resolve con-

vective instability by subcloud-scale eddies. All models

incorrectly delay the dissipation of precipitation systems

in the eastern part of the domain and generate erratic

positional and timing errors.

The PM mean better reproduces the diurnal cycle of

precipitation than any of the members. In addition, the

use of the probability-matching procedure smoothens

the low-occurrence features predicted by the individual

members, while preserving the distribution of rainfall

intensities of the ensemble.

FIG. 12. Statistical significance of differences in CSI between different pairs of models (in-

dicated in the title of each): (a) C0 and GEM; (b) C0 and CN; (c) C0 and PM mean; (d) GEM 2

CN; (e) CN 2 PM mean; (f) C0, CN, and MAPLE for hourly rainfall intensities over 0.2 mm h21

as a function of the time of day. The dashed line in each shows the CSI corresponding to the

reference model, and the solid line corresponds to the CSI of the other model. The dotted lines

show the intervals for which the differences in CSI are considered significant (for a level a 5 0.05)

such that when the solid line is above (below) the dotted lines the compared model (solid line) is

significantly better (worse) than the reference model (dashed line).
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The comparison between forecasts and observations

in terms of CSI and correlation shows that GEM15 and

the non-radar-assimilating 4-km SSEF member C0 have,

on average, a similar performance with time of the day

over the common 32-km grid. These results agree with

the findings of Mass et al. (2002), who concluded that

moving to high-resolution models with explicit convec-

tion does not significantly improve the prediction of

synoptic-scale systems that are more frequent in spring,

although it may produce better-defined mesoscale fea-

tures. However, our results show a superior performance

of the other analyzed SSEF members during the first 0–7 h

of the forecast, which can be explained by the assimila-

tion of radar data (as similarly obtained by Kain et al.

2010). Also, the PM mean benefits from radar data as-

similation to produce the best CSI and correlation scores.

MAPLE’s depiction of the diurnal cycle of precipi-

tation has also been included. The objective of this anal-

ysis is to describe the component of the diurnal cycle that

can be explained solely by the observed motion of pre-

cipitation systems. Hovmöller diagrams show that three

periods of Lagrangian persistence initiated at 0100, 0900,

and 1700 UTC reproduce remarkably well the features

of the band in the longitudinal range 958–858W. This

suggests that to a reasonable approximation the diurnal

cycle of precipitation within this longitudinal range can

be explained by the steady motion of precipitation sys-

tems initiated in the western portion of the domain and

traveling across the continent, and not by local convec-

tion initiation and dissipation (as also shown in Carbone

et al. 2002 and Part I). As seen in section 3, the NWP

models have some difficulty in reproducing the charac-

teristics of this signal.

Since MAPLE neglects precipitation growth and de-

cay, its performance is highly dependent on the initial-

ization time: the best results are obtained when MAPLE

is initialized at 0100 UTC due to the more mature stage

of precipitation systems that start traveling to the east,

while the worst performance occurs at 1900–2000 UTC,

coinciding with the initiation of convection at the foot-

hills of the Rockies, which MAPLE is unable to re-

produce. It would be interesting to investigate whether

NWP models would exhibit a similar dependence on ini-

tialization time.

MAPLE nowcasts for the 0000 UTC run show signifi-

cantly better skill than the radar data assimilating

SSEF members for 3 h; while after the first 5 h CN is

significantly more skillful than MAPLE. On the other

hand, it takes about 5 h for GEM15 and the non-radar-

assimilating SSEF member C0 to exhibit a similar per-

formance, while C0 is significantly better than MAPLE

only after 7 h. While a Lagrangian extrapolation system

such as MAPLE would still be preferred during the first

3 h, the results mentioned above remain encouraging for

the use of NWP models that are assimilating radar data

for precipitation nowcasting. Beyond the first 6 h, model

skill scores stay almost constant with lead time (section

5), while the new initializations of MAPLE produce

better rainfall forecasts than models for the next 4–6 h.

Similarly, Kilambi and Zawadzki (2005) and Lin et al.

(2005) found that MAPLE outperformed earlier ver-

sions of GEM and WRF (without radar data assimila-

tion) for about 6 h. Although the comparison of the NWP

forecasts with MAPLE forecasts initialized at different

times would at first appear to be meaningless, it may still

be of interest from the practical point of view.

We recognize that the selection as the verification

ground truth of the same radar-based rainfall maps also

used to generate MAPLE nowcasts provides an advan-

tage to MAPLE, especially when compared with the

SSEF members that assimilate 3D reflectivity data from

individual radars (see section 2a). Obviously the radar-

estimated rainfall and the rainfall at the initial time are

identical for MAPLE, while this is not the case for the

model-predicted rainfall in CN, even though it has an

initial reflectivity field that should be very close to the

one used as reference. Although the choice of the veri-

fication product has been done after assessing a number

of alternatives, the present results should nonetheless

be interpreted with caution considering that the 2.5-km

CAPPI (see section 2c) is not a perfect estimate of pre-

cipitation at the ground.

The results presented are expected to be seasonally

dependent. For the warm season, the studies Clark et al.

(2007) found parameterized convection models to be less

accurate than convection-allowing models. Similarly, in

Part I we speculated that in spring GEM15 benefits from

the predominance of synoptic-scale forcing, while in

summer GEM15 shows clear difficulties in reproducing

the west–east motion component of precipitation systems

induced by thermal forcing. Data for the CAPS SSEF are

not yet available for periods other than spring, and, thus,

it is not possible to make a similar comparison using a

convection-allowing model. Also, we point out that the

comparison has been performed over a 32-km grid and,

consequently, no conclusion can be made on model per-

formance at smaller scales. Similarly, we emphasize the

tentative nature of the results presented here due to the

limited length of the analyzed dataset. Fritsch and Car-

bone (2004) stress the need of validating such state-of-the-

art NWP systems against multiyear remote sensing data.
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