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5.1. Introduction

a. Definitions

Tornadoes, with measured wind speeds of 125 m
s to perhaps 140 m s™1, are the most violent of
atmospheric storms (Fig. 5.1). A tornado is defined
here as a violently rotating, narrow column of air,
averaging about 100 m in diameter, that extends to the
ground from the interior of a cumulonimbus (or occa-
sionally a cumulus congestus) cloud and appears as a
condensation funnel pendant from cloud base and/or as
a swirling cloud of dust and debris rising from the
ground. Significant damage can occur at the ground
even when the condensation funnel does not reach the
surface. A condensation funnel associated with a tor-
nadic vortex that fails to contact the ground is called a
Junnel cloud. A waterspout is a tornado over a body of
water.

Tornadoes can be divided into two types. A rype I
tornado forms within a mesocyclone, a larger-scale
parent circulation. To a first approximation, the tan-
gential winds in a mesocyclone may be modeled as a
Rankine combined vortex, which consists of a core in
solid-body rotation surrounded by a potential vortex
where the tangential wind is inversely proportional to
distance from the center of circulation. Core diameters
vary from 3 to 9 km, with an average value around 5
km. The parent storm of a type I tornado can be an
isolated supercell storm (Fig. 5.2), a supercell in a line
of. thunderstorms (Browning 1986), or a miniature
supercell containing a small mesocyclone (Davies
1993b; Kennedy et al. 1993). Large and violent torna-
does almost invariably fall into this class. Tornadoes

within minisupercells in rainbands of landfalling trop-
ical cyclones (e.g., McCaul 1993; Novian and Gray
1974) are also type 1.

For the purposes of this review, a supercell is
defined as a long-lived (> 1 h) thunderstorm with a
high degree of spatial correlation between its mesocy-
clone and updraft. All supercells produce their overall
most significant tornadoes under or very near the wall
cloud (Moller 1978) (Fig. 5.3); other less significant
tornadoes form along the rear-flank downdraft gust
front. Supercell storms may be visually (and also by
radar) generalized as follows, according to the position
and extent of heavy rain relative to the storm’s main
updraft: low precipitation (L.P), “classic” (or moderate
precipitation), and high (or heavy) precipitation (HP)
(Doswell and Burgess 1993; see also Rasmussen and
Straka 1998). As can be inferred from the discussions
in sections 5.2 and 5.3, the relatively higher propensity
of a classic supercell to become tornadic is determined
somewhat by the storm organization implied by this
classification. Nevertheless, even LP supercells (Bur-
gess and Davies-Jones 1979; Bluestein and Parks
1983; Bluestein and Woodall 1990) produce tornadoes
(Bluestein and MacGorman 1998), even though it is
not expected that there will be any significant evapo-
ratively cooled pool of air near the ground (Fig. 5.4).

A rype I tornado is not associated with a mesocir-
culation. It is generally a small and weak vortex that
forms along a stationary or slowly moving windshift
line, from the rolling-up of the associated vortex sheet
into individual vortices (Barcilon and Drazin 1972;
Davies-Jones and Kessler 1974). In the case of a
“landspout” (Bluestein 1985a) for example, the wind-
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Fig. 5.1. Tornado at Osnabrock, North Dakota, on 24 July 1978 as seen looking NE. The eastward-moving tornado passed one-half mile
to the north of the photographer. Note the cloud band spiralling inward and cyclonically around the tornade from the east. Copyright photo
by Edi Ann Otto, permission granted for scientific use.

shift line precedes the tornado’s parent cloud. A “gust-
nado” (Bluestein 1980} is a type II vortex that forms
along the storm’s internally generated outflow bound-
ary well away from any mesocyclone. Lack of a
vigorous parent updraft superimposed over the outflow
boundary usually precludes it from intensifying into a
strong tornado. It is visible near the ground as a dust
whirl and sometimes at cloud base as a small rotating
eddy or a short condensation funnel. Cold-air funnels
are spawned during daytime by high-based, low-
topped, moderate thunderstorms that form in deep,
cold-core synoptic-scale lows (Cooley 1978). These
funnel clouds are long, slender, and ropelike. Occa-
sionally they reach the ground and cause light damage.
High-based funnels (e.g., Bluestein 1994) and vortices
embedded within synoptic-scale fronts (Carbone 1983)
can probably also be categorized as type II tornadoes.

b, Climatological distribution of tornadoes

Tornadoes occur worldwide, but are most prevalent
in the Great Plains of the United States and in north-
east India—Bangladesh, which are both areas that lie to
the east of a mountain range and poleward of a warm
ocean (see Fujita 1973). Based on data in the United

States from 1921 to 1995 (see Grazulis 1993), the
maximum in the mean number of days per century of
F2 intensity (based on the Fujita scale; Fujita 1981) or
greater tornado occurrence is located in southcentral
Oklahoma (Fig. 5.5). This spatial distribution, in con-
Jjunction with an annual consistency in the seasonal
distribution of such significant tornado occurrence,
suggests a “Tormado Alley” that extends from north
Texas northward into western Iowa (Concannon et al,
2000).

Over the past 50 years, the annual number of all
tornadoes reported in the United States has increased
from approximately 200 to 1200. This increase is
unlikely to be physical; rather, it reflects an overall
increase in population density, improved reporting
procedures, and organized networks of “storm spot-
ters,” etc, (e.g., Doswell et al. 1999); there is currently
no evidence to suggest that the threat from significant
tornadoes is increasing due to global climate change
(e.g., Concannon et al. 2000). Contemporary tornado
verification data can still be problematic, though. Tor-
nado formation times, in particular, may contain errors
of as much as ! h, for a variety of nonmetecrological
reasons (Witt et al. 1998). The reported tornado inten-
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FiG. 5.2. (a) Three-dimensional schematic view from the southeast of
a supercell thunderstorm in environmental winds that veer with height.
The cylindrical amows depict the flow in and around the storm. The thick
lines show some of the voniex lines, with the sense of rotation indicated
by the circular-ribbon armows. The heavy barbed line marks the boundary
of the cool-air outflow beneath the storm. From Klemp (1987; wprinted
with permission}. (b) Schematic flow ficld at 250 m above the ground in
a torpadic supercell. The radar echo is indicated by the stippling. Vertical
velocity is contoured at 2 m s~} intervals with zero contour omitted and
negative contor dashed. Note the storm-scale rear-flank downdraft west
of the updraft and the occlusion downdraft near the vorticity maximum.,
The psendo—cold front is drawn where the temperature is 1 K cooler than
the environment. The flow amrows depict storm-relative surface stream-
lines. The T marks the location of the vertical vorticity maximum and
cyclonic tornado, and A indicates where a rare anticyclonic tomado might
vecut. In time the secondary updraft maximum on the bulge in the gust
front becomes dominant and a new mesocyclone forms in its vicinity as
the storm-relative flow pattern shifts southward. From Klemp and Ro-
wnno (1983).

sity is based primarily on a description of damage
intensity as it appears to non-engineers. Each category
(FO to F5 in ascending order of severity) has been
assigned a range of wind speeds without rigorous
justification. Engineers can reliably estimate the mini-
mum wind speeds required to account for ohserved
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damage only if structures of known structural integrity
are damaged.

In contrast to the tornado-reporting trend, Fig. 5.6
shows that the annual, population-normalized death
toll due to tornadoes in the United States has declined
steadily since 1925 (Doswell et al. 1999}, The decline
since 1950 can be attributed to improved public aware-
ness and education, the issuance of severe-weather
warnings and watches, vast improvements in forecast-
ing and dissemination of information to the public, and
the identification of dangerous storms on radar and by
trained spotters in the field. Operational use of the
most current operational radar, the Weather Surveil-
lance Radar-1988 Doppler (WSR-88D), can be linked
to the current mean tornado-warning lead time of 13
min, a8 5-min improvement over warmings issued prior
to the instatlation of the WSR-88D network (Bieringer
and Ray 1996). Better warnings and watches are of
course also related to a greater scientific understanding
of tornadoes and tornadic storms, the focus of the
remainder of this chapter.

Since tornadoes and tornadic storms have been well
reviewed in the past 30 years, we will not reiterate
excellent descriptions that are available elsewhere. For
background material the reader is referred to individ-
ual review articles by Morton (1966), Davies-Jones
and Kessler {1974), Snow (1982, 1984), Rotunno
(1986), Klemp (1987), and Davies-Jones (1995), and
to many papers in the books edited by Peterson
(1976), Kessler (1986), and Church et al. (1993).
Other chapters in this monograph also touch on vari-
ous aspects of tornadoes, particularly the one by
Wilhelmson and Wicker on numerical simulations of
severe storms.

Morton (1966} states that the “study of tomado vortices
may be separated into two parts: mechanisms for the
generation of an enhanced level of vorticity in some
neighborhood of a thunderstorm, and the development of
an actual vortex from this background.” We belicve that
this staterment is still generaily valid and so reflect it in the
organization of sections 5.2 and 5.3. We then examine, in
sections 5.4-5.6, the observed and modeled flow structure
of tornadoes to show how these vortices, once well estab-
lished, are stable and intense. The chapter concludes with
comments on some of the unsolved problems/unanswered
questions and technological needs of this field of stmdy.
Our discussions hereafter apply to Northen Hemisphere
storms, but cary over to Southem Hemisphere ones with
the appropriate modifications (interchange left and right,
north and south, clockwise and counterclockwise).

52. Midlevel and near-ground mesocyclogenesis

We separate our discussions of midlevel (5-km
altitude, nominally) and near-ground mesocyclogen-
esis according to the respective processes by which
vertical vorticity on the mesocyclone scale is gener-
ated. At midlevels, the mesocyclone develops initially
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FiG. 5.3. Diagrams showing relationship of nearby rain shaft and cloud features to (a} tornado {based
on Fujita 1959 and from Fujita et al. 1976), and (b) waterspout (based on Golden 1974a).

from the tilting of the horizontal vorticity associated
with the vertical shear of the environmental winds.
The theoretical basis for this statement is derived
below from the linearized and then fully nonlinear
equations of motion. Near the ground, the mesocy-
clone may form due to the tilting of horizontal vortic-
ity generated within low-level density gradients. Baro-
tropic processes may also play a role in near-ground
mesocyclogenesis, and hence they are also treated
below. Before venturing into this and other explana-
tions, however, we will first review the observations of
mesocyclones, which motivate the theory. .

a. Mesocyclone observations

The mesocyclone observations presented below re-
sult in some way from informal and formally orga-
nized storm-intercept endeavors (e.g., Browning 1964;
Donaldson and Lamkin 1964; Agee 1969, 1970;
Golden and Morgan 1972; Moller et al. 1974; Golden
and Purcell 1978b; Moller 1978; Bluestein 1980; Da-

vies-Jones 1983: Bluestein 1984; Bluestein 1985a;
Bluestein 1986; Bluestein and Golden 1993; Rasmus-
sen et al. 1994; Bluestein 1996; Bluestein 1999a,b).
Visual evidence of rotation in the updraft portion
(labeled “main storm tower” in Fig. 5.4) of cumulo-
nimbus clouds is given particularly well by time-lapse
photography. Complementary evidence is provided by
Doppler radar data, which represent mesocyclones as
range-constant and azimuthally adjacent regions of
inbound and outbound Doppler velocities (in the direc-
tion of the radar beam, the speed of precipitation
particles and other radar targets), whose peaks are
azimuthally separated. Objective mesccyclone identifi-
cation criteria, first established by Donaldson (1970)
(who is also responsible for the first observation of a
mesocyclone by Doppler radar; see Donaldson 1990),
consist now in U.S. National Weather Service (NWS)
operations of Doppler velocity shear > 6 m s~ km ™!
and a differential velocity > 30 m s~ (both applicable
within ranges = 100 km, and thereafter reduced by
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FiG. 5.4. (a) Depiction of how a low-precipitation supercell storm might look in an environment with a circle
hodograph. The entire updraft rotates in this case. (b) Schematic showing the positions of the high (H) and lows (L)
of the linear pressure and of the associated maximum upward (+) and downward (—) VPPGF, as functions of
height from the surface (0 km) to storm top (12 k) according to the exact Beltrami flow solution (BF) and to the
Roninne and Klemp (RK) and Newion and Newton (NN) models. The circle depicts axisymmetric updraft, which is
rotating as a whole at midlevels (curved amrows). Outlined H and L (in RK)} and 0+ and 0— (in BF) indicate
positions of extrema just inside the domain in cases where the quantity vanishes on the boundary. Amows give
environmental wind and shear at each level, Also tabulated for each model are the phase errors, position of the low
relative to wind features, and the angle through which the low turns. The nonlinear pressure has only one low in
this case and it is at the midpoint of the vpdraft. From Davies-Jones {1985, 1996b).
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FiG. 5.5. Based on data from 1921 te 1995, the mean number of days per century of F2
intensity or greater tornado occurrence within 40km of a point in the United Staves
{Concannon et al. 2000). Contour interval is 5 days, with minimum level equal to 5.

some percentage), met over a depth > 3 km and with a
base at altitudes = 5 km above radar level, and
persisting longer than 5—6 min (more than one radar
volume scan). Some form of these criteria—with com-
plementary visual observations and poststorm sur-
veys—has been used to establish the oft-cited statistic
that only 50% {or 25%, based on more recent work) of
all objectively defined mesocyclones are associated
with tornadoes (e.g., Burgess and Lemon 1990). The
implication here—that mesocyclone detection leads to
only a modest probability of tornado detection-—serves
as the impetus for the continved work on automated
algorithmic identification of specific attributes of those
mesocyclones most likely to spawn tornadoes (e.g.,
Stumpf et al. 1998).

Dual- or multiple-Doppler radar observations, from
which the 3D wind may be retrieved, confirm the
vortical structure of mesocyclones (the existence of a
vortex may only be inferred from single Doppler
radar). Analyses of such observations (Brandes 1977,
Heymsfield 1978; Brandes 1978; Ray et al. 1980,
1981; Brandes 1981; 1984a,b; Hane and Ray 1985;
Johnson et al. 1987; Brandes et al. 1988; Ray and
Stephenson 1990; Wakimoto et al. 1996; Dowell et al.
1997; Dowell and Bluestein 1997; Bluestein et al.
1957; Wakimoto et al. 1998; Wakimoto and Liu 1998;
Trapp 1999) additionally confirm/expand on kinemati-
cal relationships among the updraft, downdraft, and
mesocyclone that are described below. Computed from
the analyses is the mesocyclonic vertical vorticity
scale of 0.01 s, a benchmark value in many regards.

The mesocyclonic vertical vorticity exhibits a vertical
variability that depends on the stage in the supercell
storm life cycle: Early (late} in the life of a supercell,
the vertical vorticity is greatest aloft (near the ground).
Indeed, we note the particularly relevant observation
by Brandes (1984b) of a “low-level multiplicative
growth of vertical vorticity” that coincides with the
tornadic-stage transition; this characteristic motivates
in part the consideration of different mechanisms for
midlevel and near-ground mesocyclogenesis, which
we are now ready to pursue.

b. Linear theory of initial midlevel rotation

The origins of the initial retation of supercell up-
drafts at low to midlevels can be deduced from the
linear Boussinesq equations for dry inviscid motion
applied to an isolated growing convective cell in a
sheared unstably stratified environment (Lilly 1982;
Davies-Jones 1984). The cell is modeled as an expo-
nentially amplifying disturbance with an axisymmetric
buoyancy field or “thermal plume”; the linearity as-
sumption in the governing equations is valid only
when the disturbance amplitude is small. Perturbations
owing to the disturbance are relative to a basic state
that represents the undisturbed environment. A pertur-
bation variable of key importance in the approach due
to Davies-Jones (1984) is the vertical displacement
K'(x, y, z, t) of air parcels in the disturbance, which
also describes the perturbed height of isentropic sur-
faces and vortex lines, which are horizontal initially at
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FiG. 5.6. Population-nomnalized annual death toll due to tornadoes in the United States (Doswell et al. 1999).

all levels (see below). The vertical displacement is
important because it is proportional to buoyancy and is
related to vertical velocity and vertical vorticity via
simple expressions.

Since the horizontal vorticity asscciated with verti-
cal shear is often 50 times greater than the large-scale
background vertical vorticity associated with the
earth’s rotation and midlatitude cyclenes, Coriolis
terms can be safely omitted, and we can assume that
the velocity and potential temperature of the environ-
ment (basic state) are of the form v(z) = (@(z), #(2), 0)
and & z) (where 7z is height). The envirommental shear
and vorticity are given by S(z) = (S, 5,) = (i, v, 0)
and @{(z) =V X ¥(z) = (—73,, #, 0). Note that the en-
vironmental vorticity has the same magnitude as the
shear and is directed 90° to the left of it. Furthermore,
the potential vorticity (PV), aw - V8, is zero in the
environment. Since potential vorticity is conserved
following a parcel in the absence of turbulent mixing
and diabatic heating or cooling, the potential vorticity
is constrained to remain zero throughout the flow.

According to the linear theory, vertical vorticity is
generated solely via the upward tilting of environmen-
tal vorticity. Our interest here is in applying the theory
to explain initiation of cyclonically rotating updrafts in
sheared environmental flow, or, specifically, how per-
turbation vertical velocity (w') and vertical vorticity
{{") become positively correlated through the tilting of
environmental vortex lines. The concept of streamwise

versus crosswise vorticity is indispensable for this
purpose: The streamwise (crosswise) vorticity compo-
nent is parallel (normal) to the local storm-relative
velocity vector, and accounts for the storm-relative
directional (speed) shear.

The derivation by Davies-Jones (1984) vields the
fellowing approximate formula for the theoretical cor-
relation coefficient r between w' and {':

F—c &,

VoD + |7 — 2 @]

oy
(ERE

(5.1

where angular brackets denote a surface integral, D
(~3 km) is the length scale of the horizontal gradients
associated with the disturbance, o is the exponential
growth rate of the disturbance (~3 X 107% s71), ¢ is
the disturbance- or “storm”-motion vector, and e,
denotes the streamwise component of the environmen-
tal vorticity vector. Equation (5.1) demonstrates that
the correlation is high when the environmental vortic-
ity is predominantly streamwise and storm-relative
winds are of order D (~10 m s™1) or greater so that
the advective timescale D/[v — ¢| is comparable to the
growth timescale 1/o.

A qualitative explanation for the developmeni of
this correlation can be provided in terms of isentropic
surfaces (Fig. 5.7). Since the potential vorticity re-
mains zero, the vortex lines are embedded in these
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FiG. 5.7. Linear barotropic effect on vortex lines of 2 small, amplifying, isolated, axisymmetric peak (vertical
displacement maximum) in an isentropic surface, as observed in 2 storm-relative reference frame (in which the peak
does not translate and all winds are storm relative). In the horizontally hemogeneous prestorm enmviromment,
depicted in (a), the isentropic surfaces and vorticity vectors are horizontal. The peak pulls up loops of vortex lines
(shown slightly above, instead of in, the surface for clarity), giving rise to cyclonic (anticyclonic) vorticity on the
right (left) side of the shear vector § drawn through the peak. The environmental flow over the peak displaces the
maximum updraft to the upstream side of the peak owing to the upslope Aow there. In (b) the winds ¥ — ¢ increase
with height without veering or backing so that the environmental vorticity é@ is purely crosswise, i.e., perpendicular
to the flow. In this case the cyclonic (anticyclonic) vortex is on the right (left) side of the flow, resulting in no net
vpdraft rotation. In (c) the winds ¥ — ¢ veer with height withont changing speed so that @ is purely streamwise,
i.e., aligned with the flow. In this case, the cyclonic vortex is on the upslope side of the peak, resulting in positive
correlation between vertical velocity and vertical vorticity. The schematic diagrams on the right illustrate the linear
theory relationships among vertical displacement h‘, vertical velocity w', vertical vorticity ', and vertical
perturbation pressure gradient d7'/3z in the two extreme cases. The centers of the circles indicate the relative
positions of the maxima. In all cases, the maximum updraft is on the upstream side of the peak in A’, the maximum
@113z is on the downstream side, and the cyclonic vorticity maximum is on the right side (relative to 8).
Overlapping, touching, or disjointed circles signify positive, zero, or negative correlation between the two variables
involved. Note, however, that the correlation between w' and #1'/3z becomes negative at high storm-relative wind
speed. Adapted from Davies-Jones (1984).
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surfaces. Let us consider a particular surface that is
deformed from its initial flat shape by the convection.
A developing isolated convective cell raises a growing
peak in this surface. The storm-relative wind advects
the vortex lines over the peak, and the resulting tilting
of vortex lines produces a cyclonic (anticyclonic)
vortex to the right (left) of the peak, looking down-
shear. If the vorticity is crosswise, the flow is upslope
on the upshear side of the peak, so the updraft does
not rotate as a whole. I the vorticity is streamwise, the
relative flow is from right to left and the upslope side
is the cyclonic side. The updraft rotates cyclonically as
a whole because the vorticity is aloag the streamlines
and is tilted upward as the air enters the updraft. The
anticyclonic vortex on the downstream side of the
peak is either in downdraft or in less intense updraft.

The relative locations of the maxima of &', w', {’,
and the vertical perturbation pressure-gradient force
(VPPGF; an'/3z) in a given level for a growing
convective cell can be deduced from linear theory
(Fig. 5.7). Recall that the &’ field is coincident with the
buoyancy field &'. Looking downshear, the cyclonic
and anticyclonic vortices lie on the right and left side
of the buoyancy peak, within buoyancy gradients
(Figs. 5.7b,c), so that ¢’ is uncorrelated with ' (Da-
vies-Jones 1984: Kanak and Lilly 1996). In the
storm'’s reference frame the maximum updraft is up-
stream of this peak because of the “upslope” flow
along an isentropic surface; this effect has been ob-
served in numerical simulations by Brooks and Wil-
helmson (1993). Furthermore, the maximum VPPGF is
upstream of the maximum updraft: Physically, there
has to be an upward pressure-gradient force in this
location to account for the upstream displacement of
the updraft relative to the peak buoyancy, since the
buoyancy force by itself would give rise to a down-
stream displacement.

Without using all the equations in the linearized set
we have successfully identified streamwise vorticity as
the origin of updraft rotation, as first suggested by
Browning and Landry (1963) and Barmnes (1970). Our
task is not complete because the streamwise direction
is a fanction of the as yet unknown storm motion.
Storm motion can be determined as an eigenvalue of
the solution of the governing equation in A’ (see
appendix of Davies-Jones 1984), or deduced gualita-
tively from the inferred VPPGF around an axisymmet-
ric updraft (Rotunno and Kiemp 1982; Davies-Jones
1996b). According to linear theory, ¢ for an axisym-
metric thermal plume lies on the concave side of a
simple curved hodograph {one that does not intersect
itself), and on the hodograph if it is straight. This
implies that updrafts will rotate cyclonically (anticy-
clonically) if the hodograph curves clockwise (anti-
clockwise), and will not rotate if the hodograph is
straight.

At this point, we have exhausted linear theory. It
has served us well by revealing the basic mechanism
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that causes updrafts to rotate at midlevels. It fails to
explain storm splitting and nonlinear updraft propaga-
tion (a component to the movement arising from
nounlinear forcing of new updraft on one side and
suppression of updraft on the opposite side). Thus, it
does not account for the development of mirror-image
right- and left-moving supercells when the hodograph
is straight, and it underestimates the intensity of up-
draft rotation for storms that deviate to the right of the
mean wind when the hodograph turns clockwise with
height. These are nonlinear effects that we describe
next,

c. Nenlinear theory of midlevel rotation

1) GENERAL REMARKS

Two important processes that generate vertical vor-
ticity are missing in the above linear theory. The first
is amplification of vertical vorticity by vertical stretch-
ing of vortex tubes. This is a second-order effect
because vertical vorticity is generated by tilting of the
horizontal environmental vorticity in the linear solu-
tion and subsequently stretched in a second-order
solution. The second is the tilting (at second order) of
horizontal vorticity that has been generated (at first
order) by horizontal buoyancy gradients, a process that
is often important for the generation of rotation near
the ground (section 5.2d). We also have to consider
the nonlinear forcing terms in the diagnostic pressure
equation because the associated VPPGF may play
important dynamical roles in storm propagation and
splitting,

Nonlinear theory is further complicated by moist
processes such as evaporative cooling and latent heat
released by condensation, which can no longer be
ignored. For moist adiabatic processes, moist specific
entropy Sg and equivalent potential temperature 6,
tend 1o be conserved in lieu of the dry specific entropy
S and 6. Even in inviscid and isentropic flow, moist
potential vorticity MPV = aw- VS, is not conserved

- exactly because S depends on vapor mixing ratio g in

addition to two independent-state variables (say T and
p). But MPV is conserved for processes for which
q = q(T, p), for example, dry/moist adiabatic ascent of
a parcel in a horizontally homogeneous environment.
We first investigate how strong the shear has to be
to organize thunderstorm structure and then to induce
splitting. A rough answer to this problem is supplied
by a scale analysis of the forcing terms in the diagnos-
tic pressure equation (see, e.g., appendix of Rotunno
and Klemp 1982). Since the vertical advection of
vertical velocity is comparable to buoyancy, the scale
of the vertical velocity W ~ V' CAPE, where CAPE =
2likAlp(2) — B(2)VIp(2)]}dz is the buoyant or con-
vective available potential energy (Weisman and
Klemp 1982). Here p,(z) is the density of a represen-
tative near-surface parcel that is lifted dry and then
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FiG. 5.8. Idealized (a) straight and (b) circle hodographs.

moist adiabatically. This parcel is buoyant from its
level of free convection (LFC) to its equilibrium level
{EL). From the conservation of (zero) moist potential
vorticity, the vertical vorticity of a parcel is given by

{=w-Vh, (3.2)

where £ is the finite vertical displacement of the parcel
{Davies-Jones 1984; Rotunno and Klemp 1985). Thus,
if 5, is the scale of the low- to midlevel shear
magnitude, D and H are the length scales for horizon-
tal and vertical gradients, respectively, and U = S,H,
{~ Ug/D. Note that Ug can be interpreted as the
length of the lower portion of a smooth hodograph
(Weisman and Klemp 1982, 1984). For D/H ~ 1/2, the
ratios of the forcing functions in the diagnostic pres-
sure equation are

Fg:F :Fq ~ Ri: yRi:1, {5.3)

where Ri = CAPE/U% is a Richardson number, and
Fg, ¥y, Fiy are the forcing functions that involve
buoyancy, linear dynamical terms, and nonlinear dy-
namical terms, respectively (Rotunno and Klemp
1982). Clearly, buoyancy effects dominate those of
shear for VRi = W/Us ® 1. As Ri — ] from above,
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first the linear and then the nonlinear dynamic forcing
become important, and storms should become more
organized. Indeed, VRi less than 2-2.5 is a general
condition for supercells to form, at least in numerical
simulations. Consistently, storm splitting in unidirec-
tional shear occurs below a critical value of VRi
around 2-2.5, In mathematics, such a complete change
in behavior at a critical value of a parameter is called a
bifurcation.

Storms are affected by the shape of the hodograph
as well as by its length. We now describe the behavior
of supercell storms in two extreme environments,
characterized by hodographs that are a straight line
and a complete circle (Fig. 5.8). Nature occasionally
praduces hodographs that approximate one or other of
these cases (Fig. 5.9). More importantly, by going
from one extreme to the other we pass through a
spectrum of different storm behaviors.

2) THE STRAIGHT-LINE HODODGRAPH

The rotational characteristics of convective storms
growing in a unidirectionally sheared environment
have been modeled analytically (Rotunno 1981} and
numerically (e.g., Schlesinger 1978; Wilhelmson and

R
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FiG. 5.9. Examples of actual hodographs that approximate
{a) a straight hodograph, (b) a circle hodograph.




CHAPTER 5

Klemp 1978). The results of the three-dimensional
supercell simulations suffice to illustrate the nonlinear
effects that iead (o storm splitting, off-hodograph
storm motion, and consequential updraft rotation,

For purposes of discussion, assume that the shear is
westerly. If the earth’s rotation is switched off, the
numerical fields possess north—-south symmeftry or an-
tisymmetry (depending on the variable) about a west—
cast vertical plane {the plane of symmetry). In agree-
ment with linear theory, the storm moves initially with
a velocity that lies on the hodograph and the updraft
tilis the northward environmenta] vorticity, producing
a Vortex pair that is most intense at midlevels (eg.,
Wilhelmson and Klemp 1978). Thos, the southern
(northern) haif of the updraft rotates cyclonically (an-
ticyclonically), but the updraft does not rotate as a
whole (Fig. 5.10).
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At around 40 min into a simulation with strong
shear, the initial storm splits along the plane of Sym-
metry into two storms—a severe left-moving (SL)
supercell and a severe right-moving (SR) supercell -
that are mirror images of each other. The southern
(northern) storm moves southeast (northeast), that is,
off the hodograph to the right (left) of the shear vector.
The initial updraft splits as a result of two nonlinear
effects. First, precipitation accumulates in the center of
the updraft and loads it down to such an extent that the
updraft turns into a downdraft in the vicinity of the
symmetry plane. Second, the midlevel vortices are
centers of low pressure that induce new updraft growth
on the flank. This new growth is enhanced by low-
level convergence along the storm’s gust front where
cool, outflowing downdraft air converges with warm,
moist inflow air. The southern (northern) storm propa-
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FiG. 5.10. (2} A storm in westerly shear prior to the cnset of splitting. The cylindrical arrows depict the flow in the storm. The thick lines
are vortex lines with the sense of rotation indicated by the circular-ribbon arrows. The shaded arrows give the direction of the VPPGF. From
Klemp (1987; reprinted with permission). The npdraft draws up loops of environmental vortex tubes, producing a cyclonic vortex on its right

side and an anticyclonic vortex ou its lefi side. (b) The linear pressure as a function of height on the upshear and downshear side of the
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gates to the right (left) of the shear vector as a result
of updraft growth on its right (left) flank and decay on
the opposite flank. By virtue of this propagation, the
inflow into the right (left) mover has storm-relative
streamwise (antistreamwise) vorticity. Thus, the right-
(left-) moving updraft acquires overall cyclonic (anti-
cyclonic) rotation as predicted by linear theory, given
the “nonlinear storm motion,” and the storms quickly
become supercells. After the storms become widely
separated, they may continue their leftward and right-
ward movement for several hours. The initial deviate
motion from the split initiates overall updraft rotation,
and the updraft rotation maintains the deviate motion
that it needs for its own sustenance by the following
mechanism. In the right- (left-) moving storm, the
cyclonic (anticyclonic) vortex is the “leading vortex™
because i is located close the the updraft maximum on
its forward side, and the aaticyclonic {cyclonic) vor-
tex, which is in lesser updraft or even in downdraft
above the cold pool on the storm’s rear flank, is the
“trailing vortex.” Both midlevel vortices exert suction
on the low-level air beneath them. However, the
leading vortex has far more influence on updraft
propagation because it is closer to the updraft maxi-
mum and because it lifts the more unstable air ahead
of the updraft. Thus the updraft continues its deviate
motion toward the leading vortex,

In nature perfect symmetry of SL and SR supercells
is never realized because of Coriolis effects. First,
amplification of the background vertical vorticity of
the earth’s rotation makes the southern updraft rotate
slightly faster than the northern updraft. Second, fric-
tional effects near the ground cause the hodograph to
turn clockwise with height in the lowest 1 km (the
Ekman layer), and this turning is enhanced by low-
level warm advection. As evident in the veering of the
near-surface winds relative to the left-moving storm in
Fig. 5.9a, this can result in the “wrong™ (i.e., stream-
wise) vorticity entering the left mover’s updraft at
very low levels. This may be the reason why left
movers seldom produce tornadoes. The statistic that
mesocyclones are about 50 times more frequent than
mesoanticyclones (Davies-Jones 1986) indicates that
nearly straight hodographs are comparatively rare.

3) THE CIRCLE HODOGRAPH

It is convenient to consider also the case of a circle
hodograph, since in this case there is an exact steady-
state solution of the inviscid, Boussinesq equations of
motion’ (Lilly 1982, 1983; Davies-Jones 1985). The

" An exact solution also exists if the anelastic approximation is
made in the continuity equation. We wish only to reveal the basic
propertiecs of the flow. Hence, the Boussinesq approximation is
made, which simplifies the solutions. Strictly, the Boussinesq ap-
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solution represents a dry updraft in a neutraliy stable
environment. The governing equations are

av YV
‘5 + V("—z“) —vXw=-VI—V(gz}, (5.4)

V-(v)=0,

where 11 = c,0(p/py)", x = R/c,, and 8§, is the con-
stant potential temperature of the dry adiabatic atmo-
sphere. The price that one has to pay for the exact
solution is the unrealistic absence of buoyancy. How-
ever, the exact solution is stil] useful because storms in
environments with fairly low CAPE and quasi-circular
hodographs with strong shear will strive toward this
steady state without ever quite reaching it.

The exact solution belongs to the Beltrami class of
flows. In a Beltrami flow, vorticity is everywhere
paralle]l to velocity, that is, the Lamb vector v X w
vanishes and

(3.5)

@@=V Xv=2Av, (5.6)

where A is a scalar called the abnermality (Truesdell
1954). The superposition of two Beltrami flows is also
a Beltrami flow if—and oaly if—the abnormalities are
the same. In our case we will superpose one Beltrami
flow, which represents the “perturbed flow” associated
with a rotating updraft, on another Beltrami flow,
which represents a steady-state, horizontally homoge-
neous environment. The abnormality becomes the rate
at which the storm-relative winds veer with height.
Vorticity is divergence-free, so A must satisfy the
constraint

V-(Av)=0. (3.7)

Hence when (5.5) holds, A must be a constant. The
vector vorticity equation reduces simply to

delat =0, 5.8

which implies that the solution we are seeking is
steady, The vorticity tendency is zero because in the
vector vorticity equation the solenoid and diffusion
terms are zero and the advection term is exactly
canceled by the stretching and tilting term.

As shown by Davies-Jones (1985), a Beltrami solu-
tion exists for an axisymmetric, rotating updraft within
a Beltrami-flow-modeled environment that is charac-
terized by an arc-shaped hodograph that turns more
than 180°. A hodograph in the form of a clockwise-
turning complete circle with center at the origin and a
radius of 20 m s~ is chosen here because Lilly (1982)
found reasonable agreement in this case between the

proximation is valid only for shallow convection. However, the
solutions for deep convection are qualitatively similar,
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nonbuoyant Beltrami solution and a numerically simu-
lated storm in a moderately unstable environment. For
instance, the simulated storm was quasi-steady and
nearly stationary, and it had a strongly rotating up-
draft. Furthermore, the ratio of maximum vertical
_ vorticity to maximum vertical velocity in the simula-

tion agreed with the theoretical value to within 20%.

For a circle hodograph and values of W, (30 m s %)
and H (12 km) characteristic of severe storms, where
Wy is a constant equal to the maximum vertical
velocity and H is the depth of the updraft, the central
flow consists of a rotating updraft that resembles a
midlevel mesocyclone in structure, diameter, and in-
tensity. Since the flow is Beltrami and steady, the
streamlines, trajectories, and vortex lines all coincide,
The trajectory through the midpoint of the updraft
(r. 2)=(0, H/2) tumns anticyclonically, even though
the updraft is rotating cyclonically, because the effect
of environmental wind veering overcomes that of
cyclonic circulation (Klemp et al. 1981; Lilly 1983).
Such trajectories have been observed in Doppler radar
analyses and numerical simulations of rotating storms,
The trajectories and vortex lines near the ground -are
almost horizontal; thus parcels entering the updraft do
not develop significant cyclonic spin until they ascend
above H/6.

For a steady Belirami flow, Eq. (5.4) dictates that the
pressure obeys the universal Bernoulli relationship

n + 27
specific [enthalpy + potential energy

+ v-v/2 = C,

+ kinetic energy] = constant , (5.9)

a consequence of the Lamb vector being zero. We now
use the perturbed and environmental wind solutions in
this relationship to obtain the pressure. The solution
for pressure can be decomposed into a hydrostatic
environmental part II, a linear part due to the storm-
environment interaction Il;, and a nonlinear part due
to intrastorm interactions 11}, where

Il=—gz+C—M>2,

ML= v v (5.10)

The pressure field has some surprising features, The
flow is not in cyclostrophic balance. The nonlinear
pressure is axisymmetric and so does not contribute to
storm propagation. On the axis, it is proportional to
W§ with a spin-forced deficit of H/2 of 3 mb when
Wo = 30 m s~ There is no axial pressure deficit at
the ground and no axial pressure excess at the top of
the updraft. In contrast to the straight-hodograph ease,
the nonlinear pressure does not feature two lows on
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opposite flanks of the updraft, because the cyclonic
vortex is now coincident with the updraft and the
anticyclonic vorticity is in the ring of downdraft that
surrounds the updraft. Consequently, the storm-split-
ting mechanism is absent here. Instead, the low at the
updraft’s midpoint exerts a suction on air beneath it,
thus enhancing the updraft at low levels (Lilly 1986).
Brooks and Wilhelmson (1993) demonstrated this ef-
fect by showing that updraft speed increases with
hodograph curvature in simulated supercells.

The linear pressure is asymmetric and is propor-
tional to MW, where M is the environmental wind
speed. For M =20 m s™" it is comparable in magni-
tude to the axisymmetric component. At each level the
linear pressure is low on the flank of the updraft where
the deviation wind is in the same direction as the
environmental wind, and high on the opposite flank
(Fig. 5.4). Consequently, the highs and lows twist
180° around the rotating updraft from the ground to
the top. Only at the midlevel is the linear horizontal
pressure gradient in the direction of the shear vector
(Rotunno and Klemp 1982). At the top, the pressure
field resembles that predicted by the “ow around an
obstacle” model of Newton and Newton (1959). At
other levels the updraft is rather porous. It is evident
from the asymmetric part of the vertical equation of
motion,

oIl _ ow'’ dw’
———=U+U)—+w —,
az or Jz

.11

that the maximum VPPGF is located on the upwind
side of the updraft, as in linear theory. The whole
updraft does not propagate toward this side because, in
the absence of buoyancy, the asymmetric part of the
VPPGF is exactly balanced by the advection of verti-
cal velocity by the environmental wind, —{ow'/or.
This simple aunalytical solution, and a companion nu-
merical simulation of a supercell in a moderately
unstable environment with the same hodograph (Lilly
1982, 1983), demonstrate that updrafts do not have to
propagate relative to the mean wind in order to rotate,
and that rotating updrafts do not necessarily propagate.

The Beltrami model offers an explanation of why, in
surface observations of mesocyclones, the mesolow is
often several kilometers ahead of the circulation center
(Barnes 1978). This phenomenon is also apparent in
many tornado pressure traces where the mesolow
precedes the abrupt V-shaped fall associated with the
tornado (which, based on Doppler radar data, is usu-
ally near the circuiation center) by several minutes. In
the storm’s inflow the environmental and storm-in-
duced winds are aligned, giving rise to an “inflow
low” with a pressure deficit of a few millibars through
the Bernoulli effect (Davies-Jones 1985: Brooks et al.
1993). The presence of the inflow low, along with
lower hydrostatic pressure in the inflow, separates the
mesolow center from the circulation center. The inflow
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low is the location of the severe weather in our
example, surface winds of 30 m s~ . Stronger winds
are present at the midlevel owing to the tangential and
vertical components of the perturbation wind being
greater than the radial component.

4) INTERMEDIATE CASES

Traditionally, supercells in general environments
have been viewed as modifications of ones in unidirec-
tional shear {e.g., Klemp 1987). The effect of clock-
wise turming of the shear vector with height has been
viewed as enhancing (suppressing) the right- (left-)
moving storm. This is a valid viewpoint for slighily
curved hodographs, but does not seem appropriate for
environments with strong hodograph curvature in
which initial updrafts rotate and storm splitting either
does not occur or is dynamically insignificant (Lilly
1983; Klemp 1987). An alternative viewpoint consists
of recognizing the two idealized extremes (straight-
line and circle hodographs). With increasing clockwise
hodograph curvature, splitting disappears, the cyclonic
vortex moves closer to the center of the updraft, linear
effects gain in importance, and updraft rotation be-
comes increasingly disassociated from deviate updraft
motion (Table 5.1).

d. Theory of rotation near the ground

As mentioned, rotation within the storm in roughly
the lowest kilometer above the ground seems to de-
velop from a separate mechanism than the one de-
scribed in sections 5.2b and 5.2c. Althcugh meso- or
synoptic-scale vertical vorticity that preexists the
storm has apparently been linked to near-ground me-
socyclogenesis (e.g., Wakimoto et al. 1998), we limit
the following discussion to near-ground mesocyclo-
genesis mechanisms involving storm-scale processes,

METEQOROLOGICAL MONOGRAPHS

Vor. 28, No. 50

since these have drawn most of the attention in the
recent literature,

Significant near-ground rotation does not develop in
the numerical simulations of Rotunno and Klemp
(1985) and Davies-Jones and Brooks (1993) when the
production of hydrometeors is turned off. This result
was predicted by Davies-Jones (1982), who argued
that, in a sheared environment with negligible back-
ground vertical vorticity, an “in, up, and out” type
circulation driven by forces primarily aloft would fail
to produce rotation close to the ground because verti-
cal vorticity is generated in rising air. A strong updraft
that is rotating only aloft may draw strong inflow from
below, but its strongest winds are still high in the
clouds; it seldom produces damaging winds at the
ground without an accompanying downdraft. Rotation
can be produced near the ground if the streamlines and
vortex lines turned upward abruptly, instead of gradu-
ally, as in the Beltrami model. One way this could
occur is by the steep uplifting of streamwise vortex
lines by a gust front. The effect is not important in
published numerical simulations, however, since it is
not resolved by most numerical models and yet the
models reproduce low-level mesocyclogenesis. The
only other obvious way requires intense low pressure
at the pround beneath the updraft, which in turn
requires near-ground rotation! The dynamic pipe effect
(DPE), which builds some tornadoes down to the
ground via a type of bootstrap process, could lead to
such a situation. However, the Beltrami mesocyclone
is not in cyclostrophic balance, so that the DPE
probably does not apply to mesocyclones in nature.
Thus, streamwise vorticity in air flowing along the
ground cannot cause a mesocyclone to make contact
with the ground although it could, in principle, help
to maintain an already established near-ground
mesocyclone.

TaBLE 5.1. Comparison of the properties of supercell storms in environments with nearly siraight hodographs and
with strongly curved hodographs that turn clockwise with height.

Property {Nearly) straight hodograph Strongly curved hodograph
Left/right symmetry For straight hodograph & £ = 0 None
Net updraft rotation in initial storm No Yes

Cyclonic vortex in initial storm
Anticyclonic vortex in initial storm
Storm splitting

Deviate motion

Time to first mesocyclone (mese.)
Low and midlevel meso. intensity
Mesoanticyclone

Updraft strength in right mover (RM)
RM strength vs VRi

Near-ground { vs VRI

Barotropic and baroclinic vorticity
Violent tornado possible?

Tomade outbreak

Rotational dynamics

Slower

Weaker

Yes
Rare

On right side of updraft

On left side of updraft

Highly significant

Essential for mesccycione (meso.)

Generally less intense
In left mover

Maximum 21t VRi = 1.7

Maximum at VRi = L7
In opposite directions

Highly nonlinear

In strong updraft

In downdraft or weak updraft
Insignificant or absent

Not needed for meso. formation
Faster

Generally more intense
Generally absent

Stronger, esp. at low VRi
Increases with decreasing V'Ri
Increases with decreasing VRi
In same direction

Yes

More Jikely

More linear
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Consistent with the numerical simulations, field ob-
servations confirm that tornadoes do mot generally
occur in the absence of rainy downdrafts. Water-
loaded and/or rain-cooled downdrafts can cause strong
surface winds and/or generate vertical vorticity by
several mechanisms. First, in contrast to a nonbuoyant
jet that slows down considerably as it approaches a
boundary, a negatively buoyant downdraft can impact
the ground with considerable force and spread out
rapidly (Fujita 1985). Second, a downdraft may trans-
port high-momentum air down to the surface. This
may take the form of downward transport of horizontal
momentum, which is associated with tilting of existing
horizontal vorticity toward the vertical (Wiin-Nielsen
1973; Walko 1993) or of transport, within a Hesocy-
clone, of angular momentum downward and inward
toward the mesocyclone center. Finally, a cool down-
draft affords the baroclinic generation of horizontal
vorticity in the form of a toroidal circulation around
the downdraft perimeter. This vorticity may also be
tilted by differential vertical velocity.

1} BAROCLINIC MECHANISM

Klemp and Rotunno (1983) and Rotunno and Klemp
(1985) showed that air entering the mesocyclone near
the ground had traveled in the forward flank region of
their simulated storm, along a strong baroclinic zone
with warmer (cooler) air to its left (right), and ac-
quired a large amount of streamwise vorticity gener-
ated by the associated buoyancy torque. As this ad-
vancing, moderately chilied air is ingested into the
updraft, its spin is tilted upward and amplified by
vertical stretching, giving rise to slightly elevated
rotation because the vertical spin develops as the air is
rsing. In some fortuitous encounters, the cool-air
outflow may come from a neighboring storm instead
of the storm’s own downdraft. Davies-Jones and
Brooks (1993) and Davies-Jones (1996a, 2000a) dem-
onstrated that near-ground cyclonic vorticity develops
first in the downdraft on the left side of its centerline
(looking downwind). The passage of cyclonically spin-
ning air from the downdraft into the updraft and
subsequent vertical stretching of this air completes a
cyclonic vortex column from very close to the ground
to midaltitudes or higher. We now review the concepts
of baroclinic and barotropic vorticity, and then apply
these to theory that explains the baroclinic generation
of vorticity in a downdraft.

Dutton (1976) showed from an integral of the vector
vorticity equation that absolute vorticity in dry, invis-
cid, isentropic flows is the sum of barotropic and
baroclinic components, that is,

(& L+ )= wlx,p 20

=anp(x, ¥, 2,0 + agc(x.y,2, 0, (5.12)
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where the components satisfy the initial conditions
apr(x, ¥, 2, 0= w(x, y, z,0),
wpc(x, ¥,2,0)=0 (5.13)

at some arbitrarily chosen initial time ¢ = 0; @ = g
is a solution of the inviscid vector vorticity equation
for isentropic flow and w = eyy satisfies the inviscid
barotropic version of the same equation (without the
solencidal term), which is the necessary aud sufficient
condition for frozen vortex lines (Borisenko and Tar-
pov 1979).

Physically, the barotropic vorticity at time ¢ is the
vorticity that would develop from the amplification
and reorientation of initial relative vorticity and the
earth’s vorticity if there were no baroclinic generation
of vorticity. Barotropic vortex lines are “frozen” into
the fluid and behave like elastic strings that the flow
moves, stretches, and reorients. Thus, the barotropic
vorticity of a parcel depends on initial vorticity, and
the initial and current positions of the parcel and its
neighbors along the vortex line through the parcel, but
not on the parcel positions at intermediate times. The
bareclinic vorticity of a parcel, given by

Wy = VA X VS, (5.14)

where A = [}, Tdr following a parcel, T is temperature,
and S is entropy, depends on its cumulative tempera-
ture since f = 0 (Dutton 1976); the vorticity is subse-
quently affected by vortex-tube stretching and tilting.
The baroclinic vortex lines lie in isentropic surfaces;
hence the baroclinic component does not contribute to
potential vorticity.

A modification of Eq. (5.14) is used in a Lagrangian
model by Davies-Jones (2000a) to deduce analytically
that cyclonic (anticyclonic) vertical vorticity forms
from baroclinic vorticity on the left (right) side of a
downdraft. He showed that the baroclinic vorticity can
be expressed as

wge= (& . Dac

dH aH aHoh aH 3k
A=), 615
dy dx dxdy dydx

where N? = (g/c,)35/3z is the local static stability or
the square of the Brunt-Viisild frequency (N? < 0
for unstable stratification); h({x, y, S, #) is the height of
an isentropic surface of entropy S, which has height
h_o at upstream infinity; A'(x, y, 5, D =hk(x, y, S,
) — h_,, is the “perturbation™ height of a point on an
isentropic surface, relative to the height of the surface
at upstream infinity; and

t
H(x,y, 8§, r)Ej (X, 7,8, ndr
0
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Fic. 5.11. Example of an isentropic surface in a horizontally homogensous upstream
environment. The isentropic surface has the shape of a semi-infinite valley extending
downstream. ABCD is a material area, which far downstream is rectangnlar, and level at time
t. Side CD is in the surface, but AB, which lies along the x axis, is in a higher isentropic
surface. The baroclinic term in the vorticity equation continually generates vorticity within
the surface in the shape of hairpins.

is the cumulative height perturbation, computed fol-
lowing the parcel initially located in isotropic coordi-
rates at (X, ¥, §). Note from Eq. (5.15a) that

oh . oh
{ac = & ax TiBc 6)7'

The vorticity field described by (5.15) has the
following properties. The quantity N°H is the “stream-
function” of the horizontal vorticity field (Figs. 5.11,
5.12). In other words, the horizontal projections of the
vortex lines are also contours of H, the magnitude of
horizontal vorticity is proportional to the spacing of
the H contours and the local static stability, and the
direction is given by the rule that historically warmer
(cooler) air is located to the left (right) side of an
observer looking along the local horizontal vorticity
vector. Because the vortex lines lie in the isentropic
surface (zero potential vorticity), the vertical vorticity
is cyclonic (anticyclonic) where the horizontal vortic-
ity vector points across the height contours toward
higher (lower) values (Fig. 5.12). Height contours
coincide with contours of baroclinic generation of
vorticity and also with isotherms. The magnitude of
the vertical vorticity is proportional to N and the number
of solenoids of H and /4 per unit area. If [Vh| <€ 1, the
vertical vorticity is much smaller than the horizontal
vorticity.

As with the linear theory of midlevel rotation, we
again illustrate the vortex dynamics using isentropic

(5.15b)

surfaces that are deformed in some simple way. The
isentropic surface height field can be provided as in
Davies-Jones (2000a) through a three-dimensional po-
tential-flow solution of the inviscid momentum and
continuity equations in the absence of stratification
and shear; the solution constitutes the primary flow, in
a primary-flow—secondary-flow approach (Taylor
1972; Scorer 1978). The secondary flow is the first-
order correction arising from the inclusion of stratifi-
cation and vertical shear as functions of the height
(h_.) in a horizontally homogeneous upstream envi-
ronment. The secondary vorticity is determined via
Eq. (5.15) by the environmental stratification and
shear and by the primary flow; it does not modify the
primary flow and, hence, acts as a passive vector, an
obvious limitation of the moedel.

Consider the flow under an axisymmetric fairing,
placed in a uniform stream Ui (Batchelor 1967) (Figs.
5.11, 5.13). This primary-flow case of Davies-Jones
(2000a) illustrates the danger that may be latent in
narrow currents of descending, rain-cooled air. As-
suming unstable stratification, the air that sinks adia-
batically is cooler than its surroundings and the baro-
clinic term continually generates vorticity in the isen-
tropic surfaces (Fig. 5.11). Mesocyclonic-scale cy-
clonic (anticyclomic) vertical vorticity originates from
cumulative tilting of baroclinically generated cross-
wise vorticity [the 1dh/dy term in (5.15b)] on the
north (south) side-of the depression in the isentropic



CHAPTER 5 DAVIES-JONES, TRAPP, AND BLUESTEIN 183
HEIGHT CONTOURS in m (dashed) FROM -1100 TG —500 BY 100
ZETA CONTOURS in s—1 (+ solid, — dash; y>0) FROM —.006 TO .006 BY .001
N**2Z inf H CONTQURS in m/s (+ solid, — dash; y<0) FROM © TC 35 BY 5
a= 1.0 km x;= —5km D= -62km U= 50 m s-!
N%,=—.00010 s h__= —50Kkm t= o
2.8 —
1.0 [
E N ;'r
x o :
= E 5
- %
“1.B :
_Q‘G_IIIIIIIJIIIIlIIIIII|IIIlilliJ|II_lIIII]I|IIIJ[IrII]rJI1IJIII|
-3.8 -2.8 -1.8 .8 1.4 2.8 3.8
{kmi

FiG. 5.12. Height contours {dashed) of the isentropic surface depicted in Fig. 5.11, contours of curnulative height (solid,
drawn only for y = 0), and contours of vertical vorticity (solid, drawn only for y > (). The accumulated height and vertical
vorticity fields are symmetric and antisymmetric, respectively, about y = 0. In the surface, temperature contours and contours
of baroclinic generation of vorticity both coincide with the beight contours, and cumulative temperature and vortex lines both

coincide with the cumulative height contours.

surfaces (Fig. 5.12). Cumulative tilting of baroclini-
cally generated streamwise vorticity, £0h/dx, produces
vertical vorticity of the opposite sign during the de-
scent and vanishes at downstream infinity.

We can also explain the development of rotation
about a vertical axis in terms of circulation I" instead
of vorticity. The origin of the circulation can be
determined by advecting the material area ABCD
(Figs. 5.11, 5.14)—which is far downstream, rectangu-
lar, and level at time +—backward in time. The side
AB lies on the axis and lies in the trough of a surface
of constant entropy, say, S,. The side CD on the left
side of the flow lies in 2 surface of -higher constant
entropy, say, S, > §; because the stratification is un-
stable. At an earlier time the back edge DA is higher
than the leading edge BC so that the mean temperature
along side DA, Tp,, is lower than The. From
Bjerknes’s circulation theorem (Dutton 1976),

dI‘ é
— = Tds
dt

ABCD

= (8;~S)Tpe + (8, — S)Tpa >0,  (5.16)

S0 positive circulation around the material circuit is
generated in the downdraft. The contour and its circu-
lation evolve in a similar way to those in diagnostic
studies of the origins of near-ground rotation in nu-
merical simulations (Rotunno and Klemp 1985; Da-
vies-Jones and Brooks 1993; Trapp and Fiedler 1995).
Thus, the essential physics of rotation near the ground
seems to be contained in the analytical model,

A scale analysis of Eq. (5.15) (Davies-Jones 2000a)
indicates that long, narrow, deep downdrafts with
moderate flow through them in highly unstable envi-
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STREAM & EQUIPOTENTIAL SURFACES FOR FLOW AROQUND A FAIRING
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6. 5.13. The stream (solid) and equipotential (dashed} tines in the y =0 plane for three-dimensional
irrotational flow around an axisymmetric semi-infinite fairing of 2-km maximum width. The flow is in the positive
x direction and is uniform at upstream infinity. The stream surfaces are the susfaces of revolution obtained by
revolving the streamlines abous the x axis. R is the location of the source that when placed i the uniform stream
gives rise to the flow as shown. The isentropic surface in Fig. 5.11 is the material surface of this flow that consists
of the union of all streamlines with the same height, —0.5 km, at upstream infinity. The thickly drawn streamline is
the intersection of the isentropic surface with the y = 0 plane.

ronments produce the most vorticity in a moderate
time (the vorticity forms on the advective timescale).
This scale analysis, and also the analysis of Klemp and
Rotunno (1983, p. 365), indicates additionally that the
baroclinic vorticity is proportional to U™, where U is
an advective velocity scale. Hence if the flow is too
strong the parcels pass through the baroclinic zone 100
quickly to acquire appreciable baroclinic vorticity. On
the other band, if the flow is too weak, the parcels take
too long to pass through the zone and the process
becomes vulnerable to disruption by other events such
as the cool air spreading out and undercutting the main
updraft.

We note that the ultimate result of a near-ground
mesocyclone may be influenced positively or nega-
tively by barotropic vorticity (which, again, depends
on the initial vorticity), as demonstrated by the model
simulations of Davies-Jones and Brooks (1993) and
Walko (1993). Consider, for example, the case when
the initial vorticity is purely positive (negative) cross-
wise: Tilting of barotropic vorticity produces cyclonic
(anticyclonic) vertical vorticity on the left side of the
downdraft and the opposite sign of vorticity on the
right side of the downdraft. When the initial vorticity

is purely streamwise (antistreamwise), tilting gives
rise to anticyclonic (cyclonic) vorticity during descent
but the vertical component vanishes where the stream-
lines bottom out. As the air reascends, tilting of
barotropic vorticity imparts cyclonic (anticyclonic)
vorticity to the updratt.

Synthesizing the results of Davies-Jones (2000a),
Davies-Jones and Brooks (1993), and Rotunno and
Klemp (1985), among others, we can conceptoalize an
answer to the question of how near-ground rotation
forms baroclinically in a supercell: Initially, the super-
cell’s main updraft has strong cyclonic rotation aloft
as a result of tilting of streamwise vorticity associated
with the storm-relative environmental winds veering
with height. There is little rotation near the ground at
this stage because the cyclonic vorticity is being
generated in rising air. The mesocyclonic rotation
draws a thin curtain of rain around the rear side of the
mesocyclone, where it falls into dry air that is overtak-
ing the storm and is diverted around the updraft. As it
enters and flows through the precipitation region, the
dry air is cooled and moistened by evaporating rain,
becomes negatively buoyant, and descends to near the
ground. If the air flow is cyclonically curved instead of
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FiG. 5.14. Schematic showing the material circuit in Fig. 5.11 at time ¢ {ABCD) and at an
earlier time when it was farther upstream (A'B‘C’D¥), The side A'D’" is higher and cooler on
average than the side B'C". The materia! lines AB and CD lie in the surfaces of constant
entropy §, and S,, respectively. In unstable stratification §, < §, and the circuit acquires
positive circulation according to Bjerknes’s circulation theorem.

straight as in the analytical model, crosswise vorticity
will be converted into streamwise vorticity by the
“river-bend effect” (Fig. 5.15; Shapiro 1972; Scorer
1978; Adlerman et al. 1999). Horizontal vorticity is
generated solenoidally at the entrance and along the
sides of the downdraft (Fig. 5.12). The vortex lines are
tilted upward in the downdraft as described above,
producing cyclonic (anticyclonic) vorticity on the left
(right) side of the downdraft. The air then exits the
downdraft and flows along the ground. The storm’s
main updraft, which is rotating strongly aloft, lies

4 7

Fig. 5.15. Piagram of flow around a river bend, demonstrating
the development of streamwise vorticity. Upstream of the bend the
flow is parallel with speed shear (crosswise vorticity) owing to
friction at the river bottom. Consider the fluid cross ABCD with arm
AR along a streamline and CD along a vortex line. Since fow
around the bend generates no vertical vorticity to a first approxima-
tion, the arms of the cross must rotate in opposite disections. Thus
the vortex line CD turns toward the streamwise direction AB.

ahead and to the left of the advancing air (Fig. 5.3), a
location that breaks the left-right symmetry that the
analytical model is forced to have for the sake of an
easy solution. The main rotating updraft sucks up
cyclonically rotating, almost saturated, rain-cooled air
(through the suction effect described in section 5.3)
and stretches it vertically, thus amplifying the vertical
vorticity close to the ground and creating a rapidly
rotating wall cloud in the process (Rotunno and Klemp
1985). As this air rises, ils streamwise vorticity is
tilied upward and the resulting vertical vorticity is
stretched, a process that adds to its already cyclonic
spin. Although the mesocyclone consists simply of a
cyclonically rotating updraft at midlevels, near the
ground it is composed of both rotating updraft- and
downdraft (hence the term divided mesocyclone;
Lemon and Doswell 1979) with the vertical vorticity
maximum lying just on the updraft side of the inter-
face between the updraft and a downdraft on the
storm’s rear flank. The ingestion into the right rear
side of the updraft of cyclonically spinning air that has
passed through the left side of the downdraft com-
pletes a huge vortex column that extends from the
ground to 12 km in extreme cases. The rain curtain is
seen on a nearby radar as a hook-shaped appendage
(henceforth called a hook) extending from the storm’s
echo (Fig. 5.16). Surface observations (Fujita 1958;
Rasmussen and Straka 1996) reveal a zone of high
pressure and divergent flow at the surface beneath the
hook. In the above scenario, Davies-Jones has theo-
rized that the rain curtain/hook is not simply a passive
indication of near-ground mesocyclonic rotation, but
the instigator of it, and the link between rotation aloft
and pear the ground.
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Fia. 5.16. (a) A cyclonic hook (from Garrett and Rockney 1962).
{b) Surface flow (arrows) and radar echo (dashed) associated with
simultaneous cyclonic and anticyclonic tornadoes at Grand Island,
Nebraska, 3 June 1980 (From Fujita and Wakimoto 1982.) Note the
wrapped-up cyclonic hook with a central eye and the anticyclonic
hock to its ESE.

‘What happens to the anticyclonic vortex on the right
side of the downdraft? In some cases it may be
entrained inte an updraft in the flanking line of con-
vective towers that extend outward from the right rear
of the main updraft. This gives nse to a low-level
mesoanticyclone and occasionally anticyclonic torna-
does (Fig. 5.16; Brown and Knupp 1980; Fujita and
Wakimoto 1982). The mesoanticyclone is generally
weaker than the mesocyclone because the baroclinic
streamwise vorticity is antistreamwise, that is, in the
opposite direction to the streamwise vorticity generally
present in the environment. This makes an intense,
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deep, mesoanticyclone unlikely. Instead, the weaker
mesoanticyclone will tend to revolve partly around the
stronger mesocyclone to its north.

The near-ground mesocyclone should form more
slowly and be less intense if the barotropic vorticity
opposes the baroclinic vorticity and hence retards and
weakens the developing baroclinic circulation (e.g.,
Wicker 1996). This seems to be the case when the
shear is unidirectional, as in Rotunno and Klemp’s
(1985) simulation where the circulation around a fluid
circuit encompassing the near-surface vorticity maxi-
mum becomes negative when the circuit is traced back
20 min in time. As it is taken backward in time, the
circuit starts climbing the plane of symmetry. It is
evident in their Figs. 11 and 13 that around the
elevated portion of the circuit at the earlier time the
circulation around the circuit associated with the mean
flow is opposed to the thermal circulation, In Walko’s
(1993) simulation, the vortex formed as a result of
tilting of barotropic vorticity in the downdraft with the
solenoidal effects acting to weaken the circulation.
This finding may be a result of the imbalance in his initial
conditions. The cold pool is present initially without any of
the vorticity that would be generated naturally by buoy-
ancy torques as the cold pool formed.

2) BAROTROPIC MECHANISMS

Brandes (1984a) retrieved buoyancy from dual-Doppler
wind fields of a tomadic supercell to investigate the
hypothesized role in mesocyclogenesis of horizontal buoy-
ancy gradients and attendant baroclinic vorticity genera-
tion. His analyses suggested little contribution of horizon-
tal baroclinic vorticity to mesocyclone intensification and
subsequent tomadogenesis, although cautions were raised
about uncertainties in the retrieved buoyancy. Recent sur-
face measurements are consistent, however, with this ap-
parent lack of baroclinity: During the Verification of the
Origins of Rotation in Tornadoes Experiment (Vi ORTEX;
Rasmussen et al. 1994) and its follow-on experiments, the
“mobile mesonet” (see Straka et al. 1996) detected cool
temperaures and moist entropies at 3 m AGL beneath a
few of the tormadic hook echoes cbserved at close range on
(airborme and/or mobile) Doppler radars, but found negli-
gible surface temperature and entropy perturbations in
hook echoes that were associated with the stronger torna-
does (Markowski 2000). In the clear slot south of the hook,
temperatures were wanmer and moist entropies lower than
ambient, consistent with forced unsaturated descent of air
in a potentially unstable environment. One must conclude
that there is (i) baroclinity of the correct sense near the
ground that was not sampled by the mobile mesonet
(which is limited by existence of adequate roads and by the
relatively small number of sensors that comprise the meso-
net), (i) baroclinity of the correct sense aloft that is not
revealed by observations at 3 m AGL, or (iii) a barotropic
mechanism for near-ground mesocyclogenesis in addition
to the baroclinic one. Parcels descending in a counter-
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clockwise direction around the updraft would travel along
an appropriate baroclinic zone aloft if the updraft were
warmer than the environment at low levels (E. N. Rasmuns-
sen and K. A. Browning 1999, personal communication).
This would require a low level of free convection. Some
support for this hypothesis is found in the extensive
analyses by Rasmussen of the VORTEX data collected
near the Dimmitt, Texas, tornado on 2 June 1995, How-
ever, the analyzed fields are consistent also with a baro-
tropic mechanism. We now explore the_possibility of such
a barotropic mechanism.

As already discussed, the vortex in Walko’s (1993)
idealized simulation formed from barotropic vorticity.
Rotifusz and Lilly (1989) showed how near-ground
rotation and even a tornado might be generated from
a helical environment without baroclinic effects via
theoretical analysis and a modified Ward tornado
simulator (section 5.4). The simulator was changed so
as to provide an inflow that veered with height
without net circulation. Their theoretical analysis and
that of Brooks et al. (1993) show that, as the inflow
accelerated into the center of the apparatus, the
streamwise vortex lines were stretched, generating a
roll-type circulation with ascent on the left side and
descent on the right side of the inflow at each Ievel
(Fig. 5.17). The vortex is produced by vertical eddy
transport of angular momentum in the secondary
helical flow. The positive angular momentum on the
right side of the inflow remains at low levels until it
reaches small radii, while the negative angular mo-
mentum on the left side is transported upward at large
radii. A vortex forms near the center as a result of
this process.

Davies-Jones (2000b) has constructed a simplified
axisymmetric pumerical model to demonstrate how
rotation can be lowered to the ground by a barotropic
mechanism. The model’s initial condition consists of a
central axisymmetric nonbunoyant updraft that rotates
cyclonically at midlevels (a midlevel mesocyclone)
surrounded by a concentric anticyclonic downdraft in
which the angular momentum is still positive. The
initial state is perturbed by adding potential energy
through the introduction of a prescribed distribution of
hydrometeors with constant fall velocity at the top
boundary, a procedure used by Eskridge and Das
(1976) and Proctor (1988). The rain falls in a curtain
near the updraft—downdraft interface and most of it
reaches the ground without being recirculated in the
updraft. The model excludes conventional buoyancy
forces associated with temperature differences to avoid
the occurrence in the closed domain of unrealistic
buoyancy recirculations or oscillations. The descent of
the liquid water represents a conversion of potential
energy into meridional kinetic energy.

Preliminary results indicate that the associated drag
force intensifies the downdraft and causes a downward
transport of angular momentum. Part of the outflow
from the downdraft is directed inward, thus transport-
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FiG. 5.17. Genperation of vertical motion by longitudinal stwetch-
ing or shrinking of streamwise vorticity. The length of the flow
arows is proportional to wind speed. (a) Conditions in the far
upstrearn environment. Here there is vertical shear transverse to the
wind associated with the streamwise vorticity, but no vertical
motion, (b) Local stretching of the vortex lines in accelerating flow.
The transverse shear intensifies and upward (downward) motion
develops on the left (right) side of the flow. (c} Local shrinking of
the vortex lines in decelerating flow. The transverse shear weakens
and dowaward (upward) motion develops on the laft (right) side of
the Aow.

ing high-angular-momentum air and increasing con-
vergence into the central updraft’s lower regions.
From a verticity perspective the low-level spinup is a
result of upward tilting of inward radial barotropic
vorticity and stretching of cyclonic vertical barotropic
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vorticity. Baroclinic vorticity is generated as azimuthal
vorticity by horizontal torques associated with radial
gradients of the drag force, but it remains in this
component because the axisymmetry prohibits tilting
of azimuthal vorticity. Since angular momentum is
nearly conserved owing to relatively slow diffusion at
large Reynolds number, the maximum tangential ve-
locity intensifies as parcels move downward and
inward. Simultaneously the pressure low deepens and
travels down the axis from its initial midlevel posi-
tion. The associated pressure-gradient forces cause
the low-level streamlines to slope downward (analo-
gous to a rear-flank downdrafi/clear slot) before turn-
ing sharply upward into the contracting central vor-
tex. This penetration of the anticyclonic downdraft
toward the axis surrounds the vortex with anticy-
clonic vorticity, resulting in a surface pressure profile
p(r) with a steeper than expected slope near the
radius of maximum winds and a flatter than expected
slope at larger radii (as in the tornadic pressure trace
obtained by Winn et al. 1999). Far aloft, the top of
the updraft turns to downdraft (a collapsing top) in
response to a downward axial pressure-gradient force.
The near-ground retation clearly originates from in-
ward and downward transport of angular momentum
associated with the initial mesocyclone aloft, not
from a baroclinic mechanism.
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e. Forecast parameters

We can now interpret various forecast parameters in
the light of the above paradigms of mesocyclone
formation. The properties of three modern parameters,
each of which contain some, but not all, of the
important physics, are summarized in Table 5.2

The dimensionless bulk Richardson number (BRN;
Weisman and Klemp 1982, 1984) has been quite
successful in predicting the conditions under which
storms will split and supercells will form. It is defined
by BRN = CAPE/BRNKE. Here CAPE is the buoy-
ant_energy defined in section 5.2¢ and BRNKE =
(ADY/2, where AU = [¥5_¢ — ¥,_s| and ¥o_g and ¥o_
are the density-weighted mean winds in the lowest 6
and 0.5 km, respectively. The maximum updraft veloc-
ity is V2 CAPE according to parcel theory. The
denominator, BRNKE, is the kinetic energy of the
mean wind in the lowest 500 m in a reference frame
moving with the mean wind in the lowest 6 km. If the
latter is viewed as an estimate of storm motion, then
BRNKE is simply the storm-relative kinetic energy of
the inflow in the lowest 500 m. Altemmatively, one can
interpret AT/ as a measure of the environmental shear
in the lowest 6 km, with large AU being the condition
for the formation of strong midlevel vortices. In the-
ory, supercell storms will not develop at large BRN

TaBLE 5.2. Comparison of the properties of three forecast parameters (ignoring dependence of BRN on CAPE because other two

parameters may be nondimensicnalized by CAPE and VCAPE if desired}.

Property

SRH

BRN

Length of HODO.

Predictor of
Physics contained

Geometric interpretation on
hodograph diagram

Dependence on hodograph

shape
Function of storm motion ¢?

Sensitivity to ¢ (nearly straight
hodographs)

Sensitivity to ¢ (highly curved
hodographs}

Differentiates storms in same
environment by their
motion?

Mirror image storms

Sensitivity to surface-inflow
wind

Volatility with respect to
hodograph changes

Galilean invariant?

Winds included

Sensitive to fractal kodographs

Net updraft rotation (including sign}
Potential for midlevel updraft rotation

—2 X signed area swept out by
storm-relative wind between 0
and 3 km

Highly dependent

Linear function of observed (or
forecasty ¢
Highly sensitive

Insensitive. Substituting mean wind
for ¢ gives good estimate of
helicity

Yes, may warn on storm that deviates
to right (e.g., along a boundary)

Opposite signs
Moderate

More volatile

Yes {no if estimate of ¢ is not
invariant)

0-2 or 3 km explicitly but higher
winds affect ¢

No

Supercells, splitting stortns
Buoyant energyfinflow kinetic
Energy .
BRNKE = (A2
AU = Fye — Vol
Less dependent
No

None

None
No

Same value

High (important for supercelt
vs multicell)

Less volatile

Yes

06 km

No

Tornadic storms, mesocyclones

Mean magnitude of shear in
0—4-km layer

Arc fength

Independent

No

None

None

No

Same value
Low

Less volatile
Yes

04 km

Yes, needs prescription for
smoothing hodographs

Wbt agrsim s -, -
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(greater than 50) because the storm-relative inflow
kinetic energy is too small to prevent the cold-air
outflow from undercutting the updraft and surging far
ahead of the storm, the dynamic pressure-gradient
forces associated with the midlevel vortices are too
weak to promote storm splitting, and the updraft will
not rotate as a whole because the storm-relative envi-
rontnental winds are too weak in comparison te storm-
induced winds.

Another parameter for forecasting storm type is the
mean shear (Rasmussen and Wilhelmson 1983) or,
equivalently, the arc length Ug, (m s™') of the hodo-
graph curve between 0 and 4 km. (The mean shear is
simply Ug,/4000 m.) Except for the 0—4-km restric-
tion, Ug, is the parameter U introduced by Weisman
and Klemp (1982, 1984) to characterize the shear
magnitudes of the analytical hodographs, which they
used in their sets of comparative simulations. As
shown in section 5.2¢, effects of shear are weak when
Us <€ VCAPE. Storms are forecast to be torpadic if
the CAPE and mean shear are large. The mean shear
suffers in practice because it is ill-defined for real-life
(fractal) hodographs, it is independent of hodograph
shape, and it can be large when the storm-relative
surface wind is weak {Droegemeier et al. 1993).

Given observed or predicted storm motions, storm-
relative helicity (SRH; Davies-Jones et al. 1990;
Droegemeier et al. 1993) is a useful parameter for
predicting whether updrafis will rotate cyclonically or
anticyclonically as a whole. The helicity hierarchy (in
a column of unit cross-sectional area) of the inflow
layer of a storm translating with velocity ¢ in a
horizontally homogeneous nonrotating environment
can be defined as H,.(c, k) = [& [V X "[%(2) — ¢} -
[VX]"[¥(2) — cldz, where A is the nominal depth of the
layer (usually chosen arbitrarily to be 3 or 2 km). Note
that Hm(c h) is the storm-relative helicity; Hylc,
H)/2h is the mean storm-relative kinetic energy per
unit mass of the environment in the inflow layer and is
related to BRNKE by BRNKE = % Hyg(¥y_s, 0.5 km).
For a straight hodograph, Hy, is symmetric, that is, it
is the same for the severe left- and right-moving
products of the split, while H,, is antisymmetric (the
SRH of the SL storm is the negative of that of the SR
storm). A mean-wind-relative helicity (MWRH) can
be defined by substituting ¥,_g for ¢. For a straight
hodograph, MWRH is zero, which applies to the initial
storm (nc net updraft rotation), but not to the SR and
SL storms individually. For highly curved hodographs,
MWRH underestimates SRH only slightly. SRH is a
linear function of both ¢ and k. For fixed h, the
contours of SRH as a function of ¢ on a hodograph
diagram are straight lines parallel to the shear vector
from O to k. Thus the effect of different storm motions
on SRH are readily apparent to a forecaster. For given
¢, the variation of SRH from layer to layer can be
found from a plot of Hm(c, #) versus A, The biggest
threat for tornadoes is associated with large environ-
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mental helicities in the lowest 1 km (Markowski et al.
1998a) because such helicities are converted into large
vertical helicity densities at quite low altitudes within
storm updrafts.

A nondimensional number similar to BRN can be
obtained by dividing CAPE by SRH. High values of
this number imply that the storm-relative environmen-
tal winds are negligible compared to the storm-in-
duced winds. CAPE/SRH is not used in practice be-
cause CAPE can vary widely in proximity to storms,
and violent tornadoes occur occasionally in warm-
season, high-CAPE, low-shear (high BRN) environ-
ments. In fact, a threshold value of the energy-helicity
index (EHI « CAPE X SRH) fits the data (scatter
diagrams of proximity values of CAPE and SRH for
strong and violent tornadoes) far better than a thresh-
old value of CAPE/SRH (Davies 1993a). How warm-
season tornadic storms develop is not well understood
because they are rarely observed in field projects and
they have not yet been sirmulated successfully by
computer models. It would seem that the large
amounts of precipitable water in the highly unstable
environment would result in heavy precipitation, ex-
cessive water loading, substantial evaporative cooling,
and outflow-dominated storms. This often occurs, but
not always. High CAPE could favor supercell forma-
tion in some cases. For instance, low-level inflow
winds induced by intense updrafts may be sufficient to
prevent the cutflow from propagating ahead of the
storm. Tilting and stretching of relatively weak envi-
ronmental horizontal vorticity by a high-speed updraft
may still result in a strong mesocyclone aloft. The
high instability may give rise to an intense baroclinic
zone just behind the gust front. The updraft can remain
buoyant even after ingesting a large amount of rain-
cooled air, allowing occluded mesocyclones to live
longer than usual and to have more time to become
tornadic.

All of the predictors that we have considered so far
only predict the formation of supercells or mesocy-
clones aloft. Predicting a persistent low-level mesocy-
clone, the next step toward tornadogenesis, is more
difficult because it involves forecasting the distribu-
tion of precipitation and rain-cooled air within the
storm (Brooks et al. 1994b). If the mid- and upper-
Ievel storm-relative winds are weak, precipitation fafls
too near the updraft and rain-cooled air rapidly under-
cuts the updraft and occludes the mesocyclone. If, on
the other hand, the mid- and upper-level winds are
very strong, the precipitation falls too far downstream
of the rotating updraft to be drawn around to the rear
of the mesocyclone. Brooks et al. (1994a) went a step
forward in considering a balance among midtropo-
spheric storm-relative winds, SRH, and low-level mix-
ing ratio. Another factor that also affects the inflow-
outflow balance is the dryness of midlevel air, which
is included only in the DCAPE (downdraft CAPE;
Emanuel 1994, p. 172; Gilmore and Wicker 1998).
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According to parcel theory, V2 DCAPE is the maxi-
mum downward velocity that can occur in a given
environment via evaporative cooling at constant pres-
sure of relatively dry midleve] air to its wet-bulb
temperature and then descent along a pseudoadiabat
with just enough evaporation to keep the air saturated.

5.3. Tornadogenesis, maintenance, and decay

a. Mesocyclonic or type I tornadoes

We now are ready to address tomadogenesis, the
stage that follows the development of near-ground
rotation on the mesocyclone scale. Given now a com-
plete vortex column in the updraft and strong low-
level convergence that persists without interruption
for, say, 10-15 min, a concentrated vortex (i.¢., a
tornado)} should form as in a tormado simulator. The
convergence associated with the updraft is enhanced
by convergence in the swirling boundary layer of the
mesocyclone; the boundary layer also provides an
important feed of vorticity for vortex sustenance (sec-
tion 5.4). Since “seed” vertical vorticity is already
present near the ground, analysis of the vertical-
vorticity equation always shows the dominance of the
convergence term in a bull’s-eye around the incipient
tornado. Sometimes this is misinterpreted as evidence
that the origin of the tornado’s rotation is simply
preexisting vertical vorticity.

The significance of strong low-level convergence to
tornado formation is apparent from the following sim-
ple problem. Assume that uniform horizontal conver-
gence C =5 X 107% 57! stretches an initial vortex of
radivs Ry =1 km with maximum tangential wind
Vo=10 m s™! into a tornado of radius R, = 100 m
with maximum tangential wind V; = 100 m s~ with-
out any loss of angular momentum. What is the
timescale 7 for tornado formation? From the kinematic
formula for divergence, 24 InR/dt = —C, which has the
solution 7= 2/C InRyR, = 920 s = 15 min. Doubling
~ the convergence to 1072 57! reduces the time to 8
min.

The embryonic or fully developed tornadic vortex is
detected on Doppler radar as a tornadic vortex signa-
ture (TVS; Brown et al. 1978), a region of large
cyclonic shear between azimuthally adjacent samphing
volumes in the field of Doppler velocities. The first
TVS observed was that of an embryonic tornado
initially detected at 3-4 km above the ground, near
Union City, Oklahoma, on 24 May 1973 (see also
Lemon et al. 1978). Over the course of 30 min, the
TVS slowly extended downward, reaching near the
ground coincident with tornado touchdown, and up-
ward, reaching a height of 12 km. With only a few
cases from research radars available to them, observa-
tionalists believed for several years that almost all
large tornadoes formed first in the clouds in this
way—Ilabeled mode I tornadogenesis (Figs. 5.18ab)
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by Trapp and Davies-Jones (1997)—enabling warn-
ings to be issued roughly 20 min prior to their touch-
down. Theoreticians, on the other hand, thought that
tornadoes should build from the ground up (mode II
tornadogenesis of Trapp and Davies-Jones 1997; Fig.
5.18c) because air with high angular momentum would
approach the axis of rotation faster in the mesocy-
clone’s boundary layer than above it {(Rotunno 1986).
Since the installation of the WSR-88D network across
the United States, it is now realized that ~50% of
tornadoes apparently form either very close to the
ground or almost simultaneously in a column in the
lowest 2 km, within 5-10 min (Trapp et al. 1999).
Since the WSR-88Ds take 5 min to complete a volume
scan, these mode II resultant tornadoes often develop
with little advance warning. There is little difference
between the mean intensities of mode I and mode II
tornadoes.

Trapp and Davies-Jones utilized numerical and ana-
Iytical models of an idealized mesocyclone to provide
simple explanations for both modes of tornadogenesis.
A time-dependent version of the Burgers—Rott vortex
due to Rott (1958), in which the circulation at infinity
and the convergence are both constant with height,
provides an exampie of the mode II genesis. High-
angular-momentum air approaches the axis at the
ground and aloft simultaneously. The vortex in this
case forms as a cylindrical column that is independent
of height, If neither the radial inflow nor the circula-
tion increases with height, and one or both of thermn has
a maximum at the ground, the vortex will form from
the ground up. If the radial inflow and the circulation
are both nondecreasing, and one of these parameters
increases with height, the high-angular-momentum air
arrives near the axis first aloft and mode I genesis
ensues. If the low-level rotation is insufficient, the
vortex remains aloft (Smith and Leslie 1978). Other-
wise the vortex develops downward via a bootstrap
process called the dynamic pipe effect (Leslie 1971;
Smith and Leslie 1979). As demonstrated in section
5.4d, the vortex core is In cyclostrophic balance and is
stable to radial displacements so that air is prevented
from entering the vortex through its sides. In this
respect the vortex acts like a suction tube with solid
walls. As air is drawn into the lower end of the vortex,
it spins faster, centrifugal forces increase and balance
the inward pressure-gradient force. This air then be-
comes part of the dynamic pipe. The vortex builds
itself down by this process until it makes contact with
the ground.

The mechanisms just described do not explain those
tornadoes that develop outside the mesocyclone’s cen-
tral axis, that is, tornadogenesis within two-celled
mesocyclones. A two-celled vortex is characterized by
downflow along the central axis, terminating in low-
level radial outflow that turns vertical in an annular
updraft at an outer radius (see section 5.4). Radar
observations of two-celled mesocyclones have been
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reported by Brandes (1978) and more recently by
Wakimoto et al. (1998) and Trapp (1999); visual
evidence is provided in Bluestein (1985b). Brandes
(1984a) confirmed observationally that the VPPGF
may become negative in the vicinity of tornadic meso-
cyclones as the vertical vorticity in the low-level
mesocyclone exceeds that in the midlevel mesocy-
clone. As also demonstrated in a numerically simu-
lated storm by Klemp and Rotunno [(1983); and in
subsequent storm observations with airborne Doppler
radar, by Wakimoto et al. (1998)], adverse pressure-
gradient forces cause downward motion in what has
become known as an “occlusion dowadraft,” which
often (though not always; Wakimoto and Cai 2000)
precedes tornado formation.

The two-celled vortex is susceptible to a cylindrical
vortex-sheet instability (Rotunno 1984). In analogy
with the formation of satellite vortices around large
tormmadoes, the release of this instability in the parent
mesocyclonic vortex leads to the formation of subme-
socyclone-scale vortices outside the central downdraft,
in an annular region where both vertical velocity and
its radial gradient are positive (Fig. 11 of Retunno
1984). Tornadogenesis occurs if one or more of these
smaller-scale vortices interacts with the ground and
consequently contracts into tornadoes (Rotunno 1986).
It is unclear how often such a mechanism may be
active, however: The percentage of all tornadoes that
develop out of two-celled mesocyclones is unknown,
as is the percentage of all mesocyclones that become
two-celled some time during their life cycle (Trapp
1999).

The genesis of type 1 tornadoes is often associated
with the interaction of the parent supercell with a
preexisting thermal boundary such as a storm outflow
boundary or a warm or stationary front. A recent study
suggests that 66% of the significant (F2 or greater)
tornadoes in the VORTEX-95 domain cccurred near
some type of low-level boundary not associated with
the parent storm itself (Markowski et al. 1998b; see
also Rasmussen et al. 2000). Storm-boundary interac-
tions may affect low-level rotation {and presumably
tornadogenesis) as follows: (i) horizontal streamwise
vorticity, baroclinically generated within the thermal
beundary, is ingested by storms with inflows along the
boundary, and subsequently is vertically tilted in the
downdraft and updraft and stretched in the updraft
(Markowski et al. 1998b; Atkins et al. 2000); and (ii)
vertical vorticity owing to cross-boundary horizontal
variations in the boundary layer wind profile is verti-
cally stretched as the storm’s updraft encounters the
boundary (Maddox et al. 1980). Note that convergence
along a boundary may also cause a deviant storm
motion that in turn affects the updraft’s rotation.

Before leaving the discussion of type I tornadogen-
esis we note that, according to airborne Doppler radar
data collected during VORTEX, not all instances of a
low-level mesocyclone with persistent, low-level con-
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vergence result in a tornado. Such lack of tornado
formation, subjectively classified as “tornadogenesis
failure” by Trapp (1999), may among other reasons
have been due to a thin (tens of meters), surface-
based, yet uncbserved layer of low angular-momentum
air imparted to the mesoccyclone (Lewellen et al.
2000). Surface-layer inflow of low angular momentum
air increases, for example, with an increase in effec-
tive surface roughness, or an increase in the translation
speed of the mesocyclone. When a “local corner flow
swirl ratio™ (see section 5.4)>—which is inversely pro-
porticnal to such depletion of angular momentum air
in the surface layer-—is prescribed below some critical
value in Lewellen et al.’s numerical model, only very
little vortex intensification, well off the lower surface,
oCcCurs.

Long-lived tomadoes typically evolve through the
following five stages. The tornado is first visible as
dust swirling upward from the surface and a short
funnel pendant from cloud base (the dust whirl stage).
It then goes through an organizing stage where its
funnel descends and it intensifies. In its mature stage it
reaches maximum intensity and its funnel reaches its
greatest width and is almost vertical. The baroclinic or
barotropic mechanisms provide a constant feed of
vorticity to the tornado, as does horizontal vorticity
generation above the no-slip ground (e.g., Trapp and
Fiedler 1995), which may explain how some tornadoes
can remain in the mature stage for a considerable time.
During its shrinking stage, it decreases in width and
becomes more tilted. It may still be extremely damag-
ing. In its decay stage the tornado dies as a result of its
base being overtaken by a divergent cool downdraft
and its circulation weakening. Tt is no longer able to
resist the shear of the surrounding flow, and so be-
comes tilted over and greatly stretched into a rope
shape as its top travels with the updraft and its base is
moved in a different direction by the low-leve!l out-
flow. Although its circulation bas decreased signifi-
cantly, its winds can still be high in a small area
because its core radius is also much reduced. Thus the
tornado can still be very destructive over a namow
path., The funnel finally endergoes wavelike contor-
tions, with parts of it disappearing and reappearing,
before it finally dissipates. This behavior suggests that
the tornado decays by becoming unstable to sinusoidal
long-wave displacement of its axis. A few intense
tornadoes have tracks that widen at the end, suggesting
that they decayed by spreading out and becoming
diffuse as their parent updraft weakened abruptly
(Agee et al. 1976).

A cyclic repetition of this tornado evolution within a
single supercell has been documented on numerous
occasions. Indeed, Fujita (1963) and Darkow (1971)
noticed that roughly 20% of tornadic supercell storms
spawned tornadoes periodically, thus producing “tor-
nade families.” The median interval between torna-
does was 45 min. Ward and Amett (1963) observed
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Stage 3: Occlusion downdraft
development and intense
mesocyclone strengthening
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Stage 5: Reintensification of downshear updraft
and new near-ground mesocyclogenesis

FiG. 5.19. Five-stage conceptual model of the cyclic genesis of mesocyclones, The surface cold-pool boundary is shown
by the scalloped black line. Red marks vorticity maxima. Updraft and downdraft are shown in light and dark blue,
respectively. The boundary of the rain area is outlined by the yellow contour {Adlerman et al. 19993,

that supercell storms generated periodic surges in
outflow with an average cycle of 50 min. Forbes
(1978) studied the hook echoes and tornado tracks
associated with cyclic supercells during the massive
tomado outbreak on 3 April 1974, Most of the torna-
does turned to the left before dissipating. Burgess et
al. (1982) showed, from Doppler radar observations,
that about one-quarter of supercells produced more
than one mesocyclone with a roughly 40-min interval
between successive formations.

The initial mesocyclone in a cyclic supercell is
typically the longest lived (90 min). In numerical
simulations (Fig. 5.19), this mesocyclone forms first at
midlevels owing to the tilting of streamwise environ-

mental vorticity, and then ~30 min later at low levels
owing to tilting and stretching of baroclinic vorticity
in the rear-flank downdraft and in the updraft (Adler-
man et al, 1999; see section 5.2). The mature stage of
the first cycle is marked by strong rotation through a
large depth (from O to 7 km or higher), tangential
velocities ~25 m s, circulation ~5 X 10° m® s™!,
and low-level convergence ~5 X 1072 57!, and lasts
around 40 min. Subsequent mesocyclones are shorter
lived (45 min) and have mature stages that last only 20
min, However, the near-ground rotation develops
within 9 min of the begioning of the new cycle.
According to Adlerman et al.,, the mechanism for
subsequent near-ground mesocyclogenesis is identical
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to that of the initial near-ground mesocyclogenesis; it
simply proceeds more rapidly because cold air residual
from the previous cycle lends to a buoyancy gradient
orientation that is ideal for horizontal baroelinic vor-
ticity generation. These mesocyclones typically decay
in around 15 min as their height, radius, tangential
winds, and circulation decrease, and the flow around
them becomes divergent. Tornadoes touch down mid-
way through the mature stage at a time when the
downdraft is intensifying, and dissipate during the
decay stage as the updraft is undercut near the surface
by subsiding air. Burgess et al. proposed (and Adler-
man et al. verified) that, as the previous mesocyclone
and tornado are being occluded by cold outflow, a new
mesocyclone and tornado develop on the gust front
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ahead of and to the right of the old mesocyclone. The
old mesocyclone is weakened aloft since its associated
updraft now draws air with lesser moist entropy, but it
may still contain a tornado that is displaced by the new
outflow to the rear side (instead of the base) of the
main storm tower, Jensen et al. (1983) reported visual
observations of a storm that corroborates this model.
A somewhat different evolution is revealed by a
recent analysis of VORTEX data. Powell and
Bluestein (2000) used airborne Doppler radar to char-
acterize as “inflow dominated” the cyclic supercell
that produced a series of tornadoes (one of which was
a long-lived F4 tornado) that formed in the Texas
panhandle on 8 June 1995 (see Fig. 5.20). They
concluded that individual tornadoes were not kinemat-
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FiG. 5.20. Storm-relative horizontal wind vectors, vertical velocity {stiaded), and radar reflectivity factor
(contoured), derived from airborne Doppler radar data of the tomadic storm near McLean, Texas, at 0009
UTC 9 June 1995, The analysis level is 500 m AGL, and the domaia is eclative (in km) to MclLean, Texas.
The black line denotes the rear-flank gust front pesition, and the curvy line, the tornado track. *“T4” is the
location of the fourth tornade in the family of tornadoes observed on this date. Courtesy of D. Dowell.
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ically occluded, as in the aforementioned “outflow-
dominated” model, but rather were advected rearward,
away from the updraft, by strong, low-level, front-to-
rear storm-relative inflow.

These conceptual models explain why the damage
tracks of tornadoes in a family are often a series of paralel
arcs that are staggered to the right as one track ends and
the next one in the series begins. The cyclic process does
not always conform to these models, however. For in-
stance, the old and new mesocyclones tevolve partly
around each other if they are close together, because of the
velocity induced on each vortex by the other one (Brown
et al. 1973). A film of the Hesston, Kansas, tomadic storm
of 13 March 1990 showed the Hesston tornado in its rope
Stage moving into the condensation funnel of a newly
formed large tomado,

b. Nonmesocyclonic or type I tornadoes

As stated in the introduction, a type II tornado
forms along a stationary or slowly moving front or
windshift line apparently from the rolling-up of the
associated quasi-vertical vortex sheet into individual
vortices; these vortices, which at times may be classi-
fied as “misocyclones™—for our purposes tornado-
parent vortices that by definition have diameters < 4
km (Fujita 1981)—then are vertically stretched by
convective updrafts under which the vortices move or
over which they develop (Fig. 5.21). The horizontal
shearing instability mechanism has been proposed to
explain the formation of lines of dust devils, by
Barcilon and Drazin (1972); waterspouts in cloud lines
along the sea-breeze front and weak tornadoes in
flanking lines, by Davies-Jones and Kessler (1974} and
Davies-Jones (1986); and landspouts, by Brady and
Szoke (1989) and Wakimoto and Wilson ( 1989). Ac-
cording to Lee and Wilhelmson (1997), the release of
the horizontal shearing instability leads to first-gener-
ation vortices that interact and merge to create the
misocyclones within which landspouts ultimately de-
velop. We note that the presence of a spiral rain
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curtain (or hook echo on radar) close to waterspouts
{Golden 1974a,b) and landspouts (Wakimoto and Wil-
son 1989; Wilczak et al. 1992; Wakimoto and Martner
1992) suggests that the vorticity of type Il tornadoes
may be augmented by the baroclinic process that plays
an important role in type I tornadogenesis (see section
5.2). Indeed, Wilczak et al. (1992) provided evidence
that the vertical tilting of baroclinically generated,
streamwise horizontal vorticity was important in the
generation of the low-level rotation of a nonmesocy-
clone tormado on 2 July 1987 in northeastern Colo-
rado. In this regard, the proximity of a nontornadic
storm to an apparent type II tornado may muddle the
mechanisms responsible for the tornado as wel] as the
characterization of the tornado type itself. This state-
ment is illustrated in the dissimilar discussions by
Wakimoto and Atkins (1996) and later by Ziegler et
al. (2001) of the origin and nature of the F3 tornado
observed during YVORTEX on 29 May 1994,

Waterspouts and landspouts are generally cyclonic be-
cause the vorticity of the preexisting windshift line is
usually cyclonic owing to the earth’s rotatiori. They typi-
cally have circulations of 2 X 107 to 10* m? s™*. Consider,
for example, a straight boundary or front within which
resides an infinite number of vertical vortices that are
spaced 3 km apart. If the vortices are associated with a
cross-front difference in the along-front wind component
of Au = 6 m s~ !, the circulation available to each vortex is
F'=¢ u-ds = AuAs =~ 2 X 10° m?> s7!, where As = 3
km is the along-front length of the circuit around one of
the vortices; the cross-front wind component (relative to
the vortex sheet) does not contribute to circulation, This
value is small compared to the circulation of the average
mesocyclone (say, 5 X 10* m* s™'), but the merger of
several misovortices could lead to a sizable circulation.

In some instances the tornado forms from a cumu-
lonimbus that develops rapidly above a convergence
zone associated with two colliding boundaries (such as
an outflow boundary emanating from another storm
and a sea-breeze front; Holle and Maier 1980). Note,

FiG. 5.21. Diagram shbwing genesis of a nonmesocyclone tornado (Wakimoto and Wilson 1989). Misoscale vortices (identified by letters)
form along a windshift line (black line) as a result of shearing instability. A tornado results from one of these vortices (C) being stretched

by overhead convection,



196

METEOROLOGICAL MONOGRAPHS

VoL. 28, No. 50

Type "B" Bow Echo

FORMATIVE STAGE

MATURE STAGE

TORNADO

Fia. 5.22. Tornado formation within a bow echo according to Fujita (1985). Note the location of the
tornado on the left side of the strong outflow.

however, that colliding outflows are far more common
than tornadoes, implying that type I{ tornadoes require
either a fortuitous or a physically intentional coinci-
dence of maxima in vertical velocity and veriical
vorticity. Regarding the latter, incipient type II torna-
does may form at the intersections of the windshift
line and the ascending branches of the circulations of
boundary layer rolls. In this case, coincidence of
vortex and convective updraft is established immedi-
ately since convective initiation tends also to be fa-
vored at line—roll intersections (Wilson et al. 1992).
Alternatively, the “locational relationship™ between
the incipient tornado and the updraft may be due to the
influence of the vortex itself on the low-level convec-
tive forcing, which, therefore, preciudes the need for a
line—-roll intersection (Lee and Wilhelinson 1997).

Squall-line tornadoes occur in lines devoid of super-
cells as well as in supercells within lines. The nonsu-
percell variety quite frequently form in comjunction
with high straight-line winds in short lines or line
segments with bow-shaped radar echoes. As indicated
in Fig. 5.22, cyclonic tornadoes may occur on the
cyclonic side of the jet of strong outflow winds.
Assuming that the environmental shear is westerly, the
cyclonic (anticyclonic) vorticity on the north (south)
side of the jet probably originates from a combination
of the baroclinic mechanism described in section 5.2
and downward momentum transport {or, equivalently,
tilting of horizontal barotropic vorticity). Tornadoes
may also occur anywhere along a still quasi-linear
convective system, apparently via the vertical vortex
sheet roll-up mechanism, and within the system’s
cyclonic “bockend” vortex (Pfost and Gerard 1997;
Trapp et al. 1999).

5.4, Tornado structure

Investigations of the tornadic vortex itself—particu-
larly via laboratory simulators or numerical models
thereof—typically idealize it as a nontranslating vortex
in an axisymmetric near environment extending out to
about 1 km from the axis (Lewellen 1993); analyses of
tornado observations often employ azimuthal averag-

ing techniques yielding comparable idealizations.
Within this axisymmetric setting, the tornado may be
asymmetric in three-dimensional models if it has a
multivortex structure. In actuality, even a single-vor-
tex tornado is asymmetric because it moves across the
ground in response to a steering current, because its
inflow—when visible in blowing dust/patterns on a
water surface or observed by radar—appears to be
concentrated in a spiral band (Fig. 5.23; see also
Bluestein and Pazmany 2000), and because it tilts with
height. Even though a mature tornado may be quite
erect near the ground, the TVS on radar generally has
an overall tilt of about 25° toward the left forward side
of the storm (Brown et al. 1978).

The idealized axisymmetric tornado is conveniently
divided into five strongly interacting regions (Fig.
5.24): the vortex core (Ja), the outer flow at radii
outside the core (Ib), the boundary layer (II), the
corner region where inflow in the boundary layer turns
the corner and enters the core from below (), and
the flow aloft that caps the vortex within the parent
cloud (IV) (Lewellen 1976, 1993; Snow 1982; Davies-
Jones 1986). Prior to describing these regions and their
inherent dynamics, we provide critical comments on a
representative sample of the different means with
which tornado structure has been deduced: by labora-
tory simulations, numerical simulations, and direct and
remotely sensed observations. Thereafter, the depen-
dence of tornadic vortex behavior and structure on
flow parameters is discussed, as are some of the more
significant measurements made in tornado simulators.

a. Comments on laboratory simulations of tornadoes

Although their use has declined significantly in
recent years due mostly to cost (see Doswell and
Grazulis 1998), tornado simulators have provided a
wealth of information about tornade structure (see
reviews by Davies-Jones 1976, 1986; Maxworthy
1982; Wilkins 1988; Church and Snow 1993). The
Ward-type vortex generator (Fig. 5.25) replicates a
wide range of tornadic vortices and reproduces ob-
served surface pressure profiles of tornadoes (Ward
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REGION Iir

REGION Ia

REGION II Ior REGION 1T

Fic. 5.24. Different flow regions of a tomado {adapted from
Lewellen 1976). Region Ib is the core, 11 is the boundary layer, Ia is
the region above the boundary layer outside the core, IH is the
comer region, and IV is the termination region within the parent
storm at mid- or high altitudes.

1972; Church et al. 1977; Church and Snow 1993).
The Ward model is more relevant to tornadoes than
most other vortex chambers because it allows descent
of initially nonrotating fluid in the core and because it

.
.
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is geometrically and dynamically similar to tornado-
producing flows. In particular it bas an aspect ratio,
a = kir,, where ry is the radius of the updraft hole and
h is the height of the inflow to the updraft, that is of
order 1, which is characteristic of tornadic thunder-
storms; many other simulators have high aspect ratios.
The flow in the apparatus is governed to a consider-
able extent by a single parameter, the swirl ratio,
defined by §=r,M/2( where 27M is the circulation
at the edge of the updraft (M = vr) and 27 is the
volume flow rate of the updraft (Q = fi wr'dr’) (Da-
vies-Jones 1973, 1976). The swirl ratio can also be
expressed by §= y/W, where v, is the tangential
velocity at the edge of the updraft and w is the mean
vertical velocity through the updraft hole. It is tempt-
ing to scale up measurements made in the Ward-type
simulator to obtain estimates of tornado wind speeds
and pressure drops. These estimates must be treated
with some skepticism, however, because the updraft
radius in the simulator is artificially constrained in-
stead of being able to adjust to increases in circulation
(Maxworthy 1982); the vortex is terminated aloft arti-
ficially by the honeycomb baffle, which can have a
large effect on vortex size and structure (Smith 1987);
the stagnation pressure of the air that descends along
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the axis from above the baffle is unknown; the flow is
driven mechanically instead of by buoyancy; there is
no warming in the core when subsidence occurs there:
and the Reynolds number is low compared to atmo-
spheric values, resulting in flows that are partly lami-
nar at some settings of the external parameters.

b. Comments on numerical simulations of tornadoes

Although three-dimensional cloud models have not
yet been used successfully to routinely simulate actual
storms, they do reproduce many of -the features of
tornadic storms and even generate “tornado-like vorti-
ces” {e.g., Wicker and Wilhelmson 1995; Grasso and
Cotton 1995). The origins of these vortices can be
revealed by diagnoses of the numerical results. To
produce a bona fide tomado, the cloud-model charac-
teristics must include an innermost grid with a grid-
point spacing of 10 m or less in the horizontal and the
same in the vertical near the ground; realistic two-way
interaction between the grids; lower boundary condi-
tions that are representative of the interaction of the
turbulent flow with the ground; and a realistic turbu-
lence parameterization that includes effects of rota-
tional damping. Because these requirements are rather
daunting (see Wilhelmson and Wicker’s chapter in this
volume), many investigators have turned their atten-
tion to numerical models either of the tornado simula-
tors or of a tomado in an axisymmetric setting; our
subsequent discussion focuses on such models.

With the exception of the Lewellen and Sheng
(1980) turbulent model of the Purdue University sim-
ulator, all known models of tornado simulators have
assumed laminar flow and simplified the geometry of
the simulator to a cylinder. The main difficulty with
modeling the tornado simulator lies in formulating an
appropriate top boundary condition for representing
the influence of the honeycomb baffle on the flow; the
other boundary conditions are well established. The
obvious choices for the lower boundary are either a
no-slip or a free-slip solid surface (e. g., Rotunno 1977,
1979). Symmetry conditions are imposed at the axis if
the flow is axisymmetric; for asymmetric flow in a
three-dimensional model it is convenient to place
around the axis a narrow impervious free-slip cylindri-
cal inner boundary (Rotunno 1984). The outer cylin-
drical boundary is open as an inlet up to the height %
of the top of the inflow layer, above which the outer
boundary is impermeable and free slip. The radial and
tangential velocities of the swirling inflow entering
through this boundary are typically assumed to be
constant with height. Rotunno (1977) realized that the
largely irrotational flow observed in the simulator was
reproduced better when the third inlet condition was
zero azimuthal vorticity, n= dw/dz — dw/or, rather
than zero vertical velocity as imposed by Harlow and
Stein (1974).
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As mentioned, the top boundary is problematic. In
none of the known models is the baffle explicitly
incorporated into the computer model domain. There-
fore, the top boundary must correspond to the lower
surface of the baffie, which we define to be at z = H.
Assuming that it completely removes the radial and
swirling components from the flow and has negligible
resistance to vertical flow, the baffle has two effects.
First, fluid reenters the apparatus from above with no
initial rotation so an appropriate inflow boundary
condition at the top is v = 0. Second, the radial
distribution of pressure on the upper side of the baffie
is quite uniform over the outflow portion because of
the removal of the horizontal components from the
flow. Making the simulator’s convection cell deep
simplifies the formulation of the top boundary condi-
tions because the throughflow is practically vertical by
the time it reaches the top and the baffle. The baffle’s
role of eliminating the radial flow is then redundant
and we can make the first boundary condition # = Q at
the top. This implies from continuity that dw/dz = 0 at
z = H, which is not an independent condition. In some
simulations, v = Q or p = constant has been applied
across the entire top. These boundary conditions
clearly do not apply to the underside of the baffle.
Since 4 =9w/dz =0 at z = H, imposing zero radial
viscous force, that is, 9n/dz = 0, seems a reasonable
choice for the second condition, especially since it is
equivalent to imposing cyclostrophic balance there, It
is also equivalent to 9%w/az> =0 since 0widrdz =0
from the first condition. A third independent condition
is v = 0 for inflow, as reasoned above, and 9v/3z =0
for outflow, which is consistent with vertical through-
flow and pear conservation of amgular momentum
along streamlines below the top. These are close to the
conditions used by Rotunno (1977, 1979), who did not
distinguish inflow from outflow and so did not impose
zero rotation on inflow through the top. Therefore his
model is probably the most relevant to flow in the
simulator.

In open boundary, limited-domain models of the
tomado itself (e.g., Smith and Leslie 1979: Howells et
al. 1988; Walko 1988; Lewellen et al. 1997), the
effects of the larger-scale flow are represented through
the lateral boundary conditions, where swirling inflow
is imposed, and also through the top boundary condi-
tions if the model height does not extend into the
stratosphere, Apparently, all such models have at least
one of the following artificial features: porous lids at
low heights with dubious boundary conditions im-
posed, prescribed eddy viscosity, homogeneouns ftuids
with fixed body forces in lieu of buoyancy forces,
parameterized subsidence warming in lieu of a reser-
voir of overlying potentially warm air that the vortex
can draw downward, and the anelastic assumption.
Eliminating all these constraints even in an axisym-
metric model would require a large amount of comput-
ing resources.
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Lewellen et al. (1997) have developed a sophisti-
cated three-dimensional large-eddy simulation model
(the subgrid model of which now includes the effects
of rotational damping; see Lewellen et al. 2000) with
open boundaries to investigate the turbulent interaction
of the tornado vortex with the surface. The Lewellen
et al. model has been successful in improving the
quantification of the processes in the corner region that
yield the largest tangential velocities in the flow
(Lewellen et al. 2000). It has a rather limited domain
size of 1 km X I km X 2 km in the x, y, z directions,
respectively, to allow resolution of the large turbulent
eddies. Gridpoint spacings of 1.5 m in the vertical and
2.5 m in the horizontal are attained by grid stretching;
Lewellen et al. (1997} conclude that such resolution in
their model is sufficient so that the time-averaged
velocity and pressure distributions in the turbulent
corner region show little sensitivity to either finer
resolution or a modified subgrid turbulence model. A
1-km diameter, uniform upward vertical velocity (one
of a number of possible conditions) is prescribed at 2
km above the ground. Hence, although axial down-
drafts can still occur, they are severely limited in
extent.

Lewellen et al.’s model design restrains the interac-
tion of the vortex with the “storm” o he one way,
Fiedler's (1995) valid criticism of such open bound-
ary, limited-domain modeling is as follows: The vor-
tex is mot allowed to adjust as a result of axial
downdrafts developing in response to the surface low.
For example, a vortex breakdown might enter the
domain from above, descend to the surface, and elim-
inate the supercritical vortex (see section 5.4d) alto-
gether. Fiedler's (1993, 1994) remedy to this problem
has been a closed-domain modeling approach. This
approach is not without its own limitations, however,
He imposes in his model a body force that has
maximum strength at the midpoint of the axis and is
supposed to simulate buoyancy in the parent updraft,
in lieu of or in addition to an entropy equation with
advection and diffusion terms. Since the body force is
unrealistically immutable, a mutual interaction be-
tween bucyancy field and the vortex is precluded. Also
unrealistic is the instant loss of parcel “warmth” as a
parcel leaves the fixed region of the body force. The
domain is a closed rotating rank of radius r, that is
large enough so that it is effectively infinite (i.e., the
results have become insensitive to ry). Since the flow
is closed, the kinetic energy would increase without
bound in the nonrotating, inviscid limit owing to
production of kinetic energy each time parcels cycled
through the body force region. The viscosity near the
top of the tank is increased by an order of magnitude
so that the vertical velocity at steady state is less than
(2 CAPE)'"”, which is the vertical velocity a parcel
would acquire, if there were no VPPGF, in proceeding
upward along the axis once through the body force
region. In the inviscid limit with rotation, there is an
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exact solution consisting of a vortex in hydrostatic and
gradient-wind balance with no meridional motion. For
a body force like Fiedler’s that for all practical pur-
poses does not extend to the boundaries, this solution
satisfies free-slip boundary conditions at top and bot-
tom. Hence, the free-slip viscous solution tends to a
steady state consisting of a wide vortex in gradient-
wind and hydrostatic balance and an outer region of
weak meridional flow that largely avoids the region of
the body force altogether,

In both types of models, a critical effect of the
lower boundary condition on the vortex structure is
exhibited, as has been demonstrated by Rotunno
(1977), Howells et al. (1988), Fiedler (1993}, and
others. Indeed, the use of a frictional lower boundary
affords the development of a rotating boundary layer,
the existence of which (at sufficiently high Reynolds
number and swirl ratio) has implications on high
tornadic wind speeds (see section 5.5).

As mentioned, a limited-area model of a tornado
should include a realistic updraft driven by buoyancy
forces associated with latent heat release in a condi-
tionally unstable atmosphere. It should also extend
into the stratosphere so that the vortex can terminate
naturally in radially divergent fiow and is exposed fo
overlying potentially warm air, which could be drawn
down into the core and undergo compressional warm-
ing. One such model exists (Walko 1988), but the size
of the domain is too large to permit a large-eddy
simulation. He used a prescribed eddy viscosity in-
stead. He showed that subsidence in the core of an
intense tornado can extend practically to the ground.
Unfortunately the model is anelastic, meaning that
variations in density, p’, from ambient density, p(z),
are neglected in all terms except when multiplied by
the gravitational acceleration (i.e., p'g is retained). In
the region of high tangential winds in a tornado, the
centrifugal acceleration, »*/r, is many times g. For
example, vzlrg = 10forv=100ms %, r= 100 m. For
a potential vortex the ratio of accelerations decreases
as r ° so the “radial buoyancy acceleration” (p'/
p)v’ir is significant compared to the normal vertical
acceleration due to buoyancy, —p’g/p,, out to a dis-
tance of 350 m from the axis in the above example.
The “radial buoyancy” effect, which enhances the
stability of the vortex, is not included in an anelastic
model, which therefore may not simulate accurately
the trajectories of air parcels in and near the core.

¢. Comments on tornado observations

Photogrammetry, actrial surveys of tornado damage,
in situ measuring devices, and remote-sensing tech-
niques comprise the means by which vortex structure
has been deduced from tornadoes observed in nature.
Consider aerial damage surveys, a practice pioneered
by Fujita. These have been used to determine if the
damaging winds were straight-line or vortical, and if
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multiple vortices were present (Fujita and Smith 1993;
Fujita 1993); the existence of suction vortices that
attend some tornadoes was suggesied on the basjs of
such surveys. As inherent also in F-scale determina-
tion (see section 5.1), information from aerial surveys
is necessarily limited by the type of ground cover and
structures in the tornado’s path.

Portable devices have been designed to make in situ
measurements of tornado properties typically near the
ground only. These devices are placed in the projected
path of a tornado; their success is bound by the
potentially complicated and hazardous deployment lo-
gistics, TOTO (totable tornado observatory; Bedard
and Ramzy 1983; Bluestein 1983a,b; Burgess et al.
1985), equipped with wind and thermodynamic prop-
erty sensors, was used only during the early and
mid-1980s. Data were collected in mesocyclones, but
unfortunately never in a mature tornado: Deployment
logistics were complicated further when it was deter-
mined that unless TOTO were staked down, it could
tip over at Fl wind speeds. “Turtles” (Brock et al.
1987) consist only of temperature and pressure sensors
encapsulated in heavy concave shells; as the instru-
ment name implies, the aerodynamic design of turtles
allows them to withstand higher wind speeds. The
strategy during VORTEX was to deploy an array of
several turtles across the projected tornado path, thus
increasing the likelihcod of a direct measurement
(Rasmussen 1995). Successful measurements were
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made by two turtlelike instruments (also known as
“E-turtles,” since these also measured electric field) in
an F4 tornado on B June 1995 near Allison, Texas
(Fig. 5.26; Winn et al. 1999): Pressure deficits as high
as’ 35-60 mb were found at a distance of approxi-
mately 660 m from the center of the tornado.
Variously configured Doppler radars can remotely
sense tornado airflow characteristics, distribution of
airborne debris and precipitation scatterers in and
around the tornado core (using radar reflectivity fac-
tor), and turbulence (with certain assumptions, using
spectrum width data; see Istok and Doviak 1986).
Consider the recent development of mobile radars.
Obviously, unlike their fixed-site counterparts, mobile
radars can be brought very close (within a distance of
a few kilometers) to the tornado, providing for the
high spatial resolution and also for radar scans at very
low altitudes above radar level. The mobility, how-
ever, restricts the radar dish size, which in turn limits
the antenna beamwidth (hence, effective resolution),
given a specific wavelength choice. Moreover, the
wavelength is inversely related to the signal attenua-
tion, limiting the type of weather conditions {(i.e., the
storm-relative tornado-viewing position) under which
the radar can effectively operate. Such attenuation is
comparably more severe with the 3-mm wavelength,
pulsed, mobile Doppler radar, designed and built by A.
Pazmany and colleagues at the University of Massa-
chusetts, Amherst (see Bluestein et al. 1995). How-
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FKs. 5.26. Time series of pressure, measured on the ground by three “E-turtles,” in the vicinity of
an F4 tornado near Allison, Texas, on & June 1995, Time ¢ = 0 is 0100 UTC. From Wimn et al.

(1999).
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FiG. 5.27. Data collected by the Doppler on Wheels radar of an F-4 tornado near Spencer, South Dakota,
on 31 May 1998, (a) Radar reflectivity factor and (b) Doppler velocity, at 0136:59 UTC. Courtesy of J.
Wurman.

ever, this radar affords very high spatial resolution:
The along-beam resolution is 12 m and, owing to the
0.18° antenna beamwidth, the cross-beam resolution
(which alse depends on the range to the tornado) can
be as low as 5-10 m, as was attained in the 3 May
1999 tornado near Oklahoma City, Oklahoma. As a
consequence, this radar is capable of resolving radar
reflectivity structures, such as within an apparent tor-
nado “eyewall,” suggestive of asymmetries in the
tornado vortex in the form of waves or multiple
vortices (Fig. 5.23; see also Bluestein and Pazmany
2000). In 1995, J. Wurman and colleagues developed a
pulsed, 3-cm wavelength, mobile Doppler radar (Wur-
man et al. 1997), known as the DOW (Doppler on
Wheels). The antenna beamwidth is 0.93%, (tens of
meters)® resolution volumes and 30—60-s volume
scans are possible. Structures resolved by the DOW
include a weak-echo hole like that documented by
Fujita (1981; see Wurman et al. 1996) and also spiral
bands, like those observed in hurricanes (Fig. 5.27).
DOW data have also proved useful for the evaluation
of azimuthal velocity models (such as the Rankine
vortex; see Wurman and Gill 2000). We note that a
two-DOW deployment has been attempted with some
success since 1997. However, these operations have
been focused on gathering data on tornadogenesis
rather than tornado structure.

d. Tornado flow regions

1y CORE AND OUTER FLOWS

The outer flow (region la) extends outward from the
core at least 1 km. it consists of air that approaches

and rises around the core, while approximately con-
serving its angular momentum. Consequently the air
spins faster as it gets closer to the axis.

The core (region Ib) is the region surrounding the
axis and extending outward to roughly the radius of
maximum tangential winds. Core radit vary from tens
to hundreds of meters. Narrow cores are approxi-
mately in solid-body rotation, owing to the importance
of turbulent diffusion. In contrast, the angular velocity
in wide cores may increase outward from the axis to
close to the core wall. The axial flow in the core may
be either upward or downward and there may be axial
stagnation points aloft separating axial wpflow and
downflow.

Flows of the type u =0, v=v(r)}, w = 0 are iner-
tially stable (unstable) to axisymmetric radial displace-
ments according to the criterion aM7/ar > 0 every-
where (dM?%9r < 0 somewhere), where M is angular
momentum (Rayleigh 1916). For small displacements
& a parcel’s radial acceleration is governed by

(3.17)

If M? decreases with radius, the parcel experiences a
force that acts to move it farther away from its original
radius r; and the flow is unstable. If M increases with
radius, the parcel experiences a restoring force and
oscillates about its original position with a frequency
[(1/rXeM 2,*’air-)[ru]”z. These oscillations are called iner-
tial or centrifugal waves.

Since both narrow and wide cores are ipertially
stable, perturbations can generate inertial waves that
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may propagate vertically along the core and there is
virtually no entrainment of air into the core from
region Ia. The core must consist of air that has entered
the vortex from its lower end through the boundary
layer and corner region and/or from its upper end.

More general flows of the type u=0, v= v(r),
w=w(r) are stable to axisymmetric disturbances if
(PN aM¥or)V(awiar? > Vi everywhere (Howard and
Gupta 1962), a stability criterion analogous to the
Richardson number criterion for sfability of stratified
flows with the local inertial frequency replacing the
buoyancy frequency and ow/or replacing éu/9z. Thus
large radial shears in vertical velocity can overcome
the rotational stability of the core flow, perhaps ex-
plaining why some cores appear highly turbulent,
aithough breaking waves may be another cause (Ro-
tunno 1979). If the flow is heterogeneous, the stability
criterion becomes roughly (1/7°){aM¥ar) — (M%) X
(1/6)(36/9r) > Ya(aw/ar) (Lewellen 1993). Cold air
in the core of the vortex (98/dr > 0) is another desta-
bilizing factor because the potentially cool air may be
centrifuged outward and replaced by potentially
warmer air. Such replacement would also lower the
central pressure because warm air is less dense. These
considerations set limits on how potentially cold the
air in the core can be compared to surrounding air,
The reduction of entrainment in strongly rotating flows
explains why the introduction of swirl into the inflow
intensifies warm-core updrafts and flames in fire
whirls. In a subsiding core, air can be potentially very
warm if it descends dry adiabatically from a consider-
able height. The presence of buoyant air in the core
again dampens turbulence and lowers the central pres-
sure hydrostatically, :

Exact analytical solutions of the governing equa-
tions for the core and outer flow in a real fluid are
reviewed in Lewellen (1976) and Davies-Jones
(1986). These solutions are not totally realistic be-
cause they fail to satisfy realistic conditions at the
ground and at radial and/or vertical infinity. They are
informative, however; for example, they reveal that
the radius of the core of steady laminar vortices T 18
determined by the balance between the inward advec-
tion and outward diffusion of angular momentum,
resulting in core radius varying as (v/C)"2 where C
is the applied horizontal convergence (e.g., Burgers
1948; Rott 1958; Sullivan 1959: Kuo 1966, 1967). (In
the simulator r,, varies as [v/M}Y? for reasons ex-
plained below.) :

However, the above balance does not apply to
turbulent vortices because Lilly (1969) calculated from
photogrammetric data that the turbulent diffusion of
angular momentum in a tornado is inward {2 negative
eddy viscosity phenomenon) and because Davies-
Jones (1973) and Baker and Church (1979) found that
the core radius of turbulent vortices r. in the simulator
depends primarily on the swirl ratio and increases with
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it, and for fixed volume flow rate is nearly independent
of the depth of the confluent layer zone feeding the
updraft. Baker and Church refined Ward’s core radii
measurements and extended them to large S, where
multiple vortices develop in the simulator (see below).
In the multivortex regime, the core radius pertains to
the azimuthally averaged flow. Originally it had been
thought that the core radius was a function of the
tangent of the inflow angle M/Q# in the confluent zone
{(Ward 1972). In the limit of inviscid flow (v — 0),
angular momentum M is conserved and the outer flow
cannot penetrate to the axis because this would require
infinite inward pressure-gradient force to counteract
the infinite centrifugal force M%7 at r = 0. There has
to be a nonrotating core composed either of air that
was already present prior to the onset of rotation or of
nonrotating air that has descended through the top
boundary of the simulator. The simplest inviscid axi-
symmetric model of this flow consists of a stagnant
core separated from irrotational outer flow by a vortex
sheet. Because the core is stagnant, the core pressure
p. 1s constant. The radius of the core varies from r, at
the ground to r, at the top of the apparatus. The
updraft above the inflow is assumed to be cylindrical
with the meridional flow becoming increasingly verti-
cal with height (i.e., # — 0). Since the outer flow is
irrotational, aw/or ~—> 0 and w — 20/(r2 — ) with
height in the outer flow. Just outside the intersection of
the core wall with the ground, ¥ =w=0 and v=
M/r,. Since pressure is continuous across the core
wall, Bernoulli’s equation applied to the streamline
just outside the core yields the relationships

_ L e|M AR
“""’"’”2[@ +(r3—r§>2J
p| M

where p., is the pressure at infinity and the stagnation
pressure of the outer flow, In terms of the pressure
drop driving the vortex Ap =p., — p_, the core radius
at the ground is given by

ry = (2Aplp) 7M. (5.19)

Also from (5.18), the core radii at the ground and near
the top are related by

1 1 1 1
§? (1- xz)z‘

X1 X2
where x;, = (r/rg)® and x, = (r,/r,)%. In the simulator,
the core is composed of initially nonrotating air that
descends through the honeycomb baffle at the top of
the updraft. The stagnation pressure of this air is lower
than that of the inflow air by an unknown amount so
that the core radius cannot be obtained directly from

(5.20)
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(5.19). Davies-Tones (1973) postulated that the core
radius can be determined by minimizing Ap for given
0, M, and r,. This is equivalent to minimizing the
maximum wind speed in the flow, which occurs at the
core wall, or minimizing 1/x; in (5.20). According to
Binnie and Hookings (1948), the resulting flow is
critical in the sense that the exit vertical velocity is
equal to the phase speed of a long small-amphitude
inertial wave. The minimum strength vortex occurs
when

§H1 — x,)* = 2x3. (5.21)
An optimum core radius for minimizing extreme wind
speed exists for fixed @, M, and r, because tangential
velocity becomes large as x; — 0 and vertical velocity
becomes large as x, — | owing to the cross-sectional
area of the updraft srg(1 — x;) —0. The theory can
account for the core radius increasing from 0 at § =0
to r, as § — . The method predicts the core radius
fairly well at large S, but is too large at small S,
probably owing to the neglect of turbulent stresses
along the core wall, the effects of which should
increase with the length of the vortex (Baker and
Church 1979). Wilkins and Diamond (1987) demon-
strated that for fixed updraft radius the core radius
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decreases as the height of the baffle is increased. Other
theories may yield better fits, but they have at least
one tuning parameter and some assume a radius that
does not vary with height. Note that although the
radius of a rotating thunderstorm updraft is probably
an optimum value according to some variational prin-
ciple, it is not obvious that this value has to be
independent of swirl ratio. This casts doubt on the
straightforward applicability of the laboratory core
radius results to tornadoes.

Unlike the simple inviscid solution, the similarity
solutions of the full equations presented by Burgers
(1948), Rott (1958), Sullivan (1959), and Kuo (1966)
all suffer from decoupling of the swirling and meridi-
onal flows because the radial pressure gradient is
independent of height. This condition cannot be satis-
fied in atmospheric vortices because they are not
infinitely tall. Long’s (1958) similarity solution and
Morion’s (1966) scale analysis for a tall thin axisym-
metric vortex that spreads slowly with height showed
that 1) the core is in cyclostrophic balance, 2) vertical
and tangential velocities in the core are of the same
order of magnitude, while radial velocities are much
smaller, and 3) swirling and updraft flows interact
strongly. Of the above solutions, Kuo's are the only

v, circumferential
direction

u, radial

direction
toward axis

(b)

Fic. 5.28. The boundary layer beneath a fluid in solid-bedy rotation. (2} The functions F({), () H{)
where £ = z({t/z}"’? is the nondimensiopal height. The radial, tangential and vertical velocities are given by
w = YD), v=rQG({) and w = (v{)2H({). (b) Hodograph of herizontal wind. From Schlichting {1960;

reprinted with permission).
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ones for convective vortices in a (conditionally) unsta-
ble atmosphere, albeit a saturated one, Both the one-
and two-cell solutions have cold cores as a result of
assuming that saturation is maintained everywhere, an
unlikely circumstance in the core of a two-cell vortex.
Lewellen (1993) concludes that buoyancy forces are
unimportant in the corner region except for their role
in stabilizing the flow, but become quite important in
the core at higher levels.

2) THE BOUNDARY LAYER

Frictional interaction of a “primary” rotating flow with
the ground reduces tangential velocities near the surface.
Pressure does not vary much across the boundary layer and
therefore the imbalance between the radial pressure-gradi-
ent force and the reduced centrifugal force drives a strong
radial inflow within the lower part of the boundary layer;
the boundary layer of a tornado is roughly 100 m deep.
Bodewadt (1940) found an exact similarity solution de-
scribing the laminar interaction of a flow rotating as a solid
body at the rate {) with a stationary solid rigid surface (Fig.
5.28). The boundary layer thickness 8 = 8(¢/{})'”, where
v is the kinematic viscosity. The maximum radial inflow
velocity of 0.5{)r occurs at a height of around &8. The
vertical velocity, equaling 1.4(x/Q)"? far from the ground,
is independent of radius and is upward at all heights, All
three velocity components overshoot as they tend to their
values at great height. The radial inflow forces the over-
shoot in tangential velocity, resulting in rotation in the
midboundary layer that exceeds the rotation aloft by 25%.
Paradoxically, friction can increase extremne wind speeds!

Of more relevance to tornadoes and hence to region
I is the case in which the primary swirling flow is a
potential vortex, wherein v « 1/r (rather than a solid-
body rotation, wherein v « r). Burggraf et al. (1971)
matched a laminar boundary layer on a surface of
radius r, to a potential vortex. They found that the
boundary layer has a double structure with an inner
viscous layer next to the surface with variable thick-
ness of order (v/M)"'?r, in which the flow is primarily
radial, and an outer inertial layer of order (v/M)"?r,
thick, in which the flow recovers to the external
potential flow; the head B = (p/p}) + Yav v + gz is
nearly conserved in the outer layer. In contrast to the
Bédewadt solution, the vertical velocity is negative
and thus the inward mass flux in the boundary layer
cannot be compensated for by flux out of the top of the
boundary layer: The flutd has no escape until it
reaches the core radius where M is no longer constant;
then it turns violently upward inside a narrow core.
The laminar boundary layer in the simulator has a
similar double-layer structure; the radius r, at which
the swirling boundary layer effectively begins is said
to correspond to the radius of the rotating screen or the
vanes (Fiedler and Rotunno 1986). Note, however, that
the flow above the boundary layer in the confiuent
zone and in the outer part of the convergence zone has
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a strong radial component. Hence, the effective begin-
ning radius of the potential vortex boundary layer
thickness may only be 0.6ry (Wilson and Rotunno
1986).

The nature of the flow in the boundary layer is
Reynolds number dependent. The boundary layer of
flow past a flat plate (for which the pressure gradient is
neutral) becomes turbulent at a Reynolds number of
around 3 X 10° for a smooth surface and at lower
values for rough surfaces. The radial Reynolds number
Re, = Qfvh in the simulator is typically close to this
critical value. Given that the radial pressure-gradient
force is inward and hence favorable for the damping of
perturbations in the inflow, we conclude that the flow
in the boundary layer may be either laminar or turbu-
lent, depending on- the settings of the external param-
eters. In the atmosphere, Re, is much higher, $(10%),
and the ground is rough, so it is generally accepted
that the ~100-m boundary layer of a tornado is
turbulent rather than laminar, although the flow may
be relatively smooth because of the favorable pressure
gradient. For reviews of turbulent boundary layers
pertinent to tornadoes, we defer to Lewellen's (1976,
1993) articies. Since the boundary layer is rotating, it
is susceptible to Ekman instability and consequent
formation of horizontal roll vortices resembling the
spiral bands in hurricanes (Faller 1963). The boundary
layer rolls are oriented about 15° to the left of the flow
above the boundary layer.

3) THE CORNER REGION

The boundary Jayer erupts upward in region IIf, the
corner region. It is here that missiles are generated and
debris is lofted into the air. Light debris such as bank
checks drawn up into the storm through this region
may be transported hundreds of kilometers down-
stream (Snow et al. 1995, Magsig and Snow 1998),
The vertical pressure gradient, which is small in
boundary layers, is large here. The mass flux of
virtually nonrotating air that flows into the vortex
through the lower part of the boundary layer and the
commer region is insufficient to “fill” or eliminate the
vortex from below. Lewellen (1976) suggested that the
maximum tangential velocity in the tornade occurs in
the upper half of the corner region: Parcels flowing
into region III from the upper part of region II
penetrate closer to the axis than parcels in region Ia
and consequently gain more tangential velocity (the
loss of angular momentum is not large enough to
annu] this gain).

Vortex breakdown is most important to high tor-
nadic wind speeds when it occurs in the corner region,
and therefore this phenomenon is introduced here.
Note that the following discussion is relevant to the
tornado but not to its mesocyclonic parent circulation,
despite some recent observations that have been inter-
preted otherwise (Trapp 2000). The vortex breakdown
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FiG. 5.29. Effect of increasing swirl ratio, S, on tornadic voriex flows. (a) Very weak switl—flow in
boundary layer separates and passes around corner region and there is no tornado; (b) Low S—smooth-
flowing one-cell weak tornado; (¢) Moderate S—end-wall boundary layer erupting upward inte strong
smooth-flowing end-wall vortex that breaks down near the top of the boundary layer into a turbulent
two-cell vortex aloft: (d) Slightly higher S—drowned vortex jump (DV]) with the defining characteristic of
the vortex-breakdown stagnation point very close to the ground; (e) Turbulent two-cell tornado at higher
S—the central downdraft now impinges on the ground, climinating the stagnation point aloft, inflow in the
boundary layer erupts upward in a now-annular corner region, and the core radius increases rapidly with 5
{f) Large S—tornado “splits” into multiple vortices (2, 3,..., 6 as S increases). (Modified from

Davies-Jones 1986.)
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is the rotating-flow counterpart of the hydraulic jump
in stratified flows. It is a transition between two
conjugate vortex states (Fig. 5.29¢) that occurs when
the swirl ratio increases beyond a critical value of
order one. For tornado-like vortices, the upstream state
{below the breakdown level) is a smooth, high-speed
swirling jet that arises from the eruption of the bound-
ary layer near the axis. It is also referred to as an
end-wall vortex. In the downstream state above the
breakdown, the vortex “bursts” into a much wider
two-celled structure with highly reduced axial flow
(often downdraft) surrounded by updraft, much higher
levels of turbulence, lower vertical and tangential
velocities, and reduced pressure deficit. In some cases
the upper flow is asymmetric and assames the form of
a precessing single or double helix. With vortex break-
down, it is possible to have a tornado that appears as a
condensation funnel below a bowl-shaped lowering of
cloud base with a cloud-free gap in between (see
Pauley and Snow 1988).

The upstream state is supercritical, meaning that the
upward flow is faster than the speed of the fastest inertial
waves and information of the downstream conditions can-
not be camried upstream (i.c., downward) by the waves.
The flow above the breakdown is subcritical so that waves
are able to progress upstream as far as the breakdown and
“impart knowledge™ of the downstream conditions or the
top boundary condition throughout the subcritical vortex.
The conjugate states arise because the inviscid swirl equa-
tion (Wilson and Rotunno 1986) has both a supercritical
and a suberitical solution for the same distribution of
angular momentum across streamlines M(y). Like the
hydraulic jump, the vortex breakdown is a transition be-
tween conjugate states. Maxworthy (1972) views vortex
breakdown as a “buffer zone” through which incompatible
upstream and downstream boundary conditions can be
matched. The downstream flow can become supercritical
again with the subcritical fiow confined to a bubble-shaped
enlargement of the core. In these cases a second break-
down can occur farther downstream.

Fiedler (1989) has argued that the flow in supercriti-
cal end-wall vortices might be taminar if the boundary
layer is turbulent. This would account for the smooth
appearance of some slender condensation funnels.
Lewellen (1993) disagrees since the advective time-
scale in region III is too small for the total elimination
of turbulent eddies. Condensation funnels may appear
laminar simply as a result of rotational damping of
turbulent eddies. Furthermore, the balance between
mward advection and outward viscous diffusion of
angular momentum yields an unrealistically small core
radius of less than 1 m in Kuo's (1966) vortex
solution,

4) THE UPPER FLOW

The upper-flow region of the tornado is uncertain
because it is embedded in the parent storm and has yet
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to be observed in detail with present instruments
{Lewellen 1993). The core of a moderate tornado that
has a TVS only to midaltitudes (perhaps only up to 3
km; Brandes 1981) may become unstable at some
height and change into a turbulent buoyant nonrotating
plume with the angular momentum at this level trans-
ported outward by turbulent eddies (Lewellen 1993),
as apparently occurs in the experiment of Mullen and
Maxworthy (1977). The strong bugyancy of the air
above the vortex acts like a “buoyant cork” (Fiedler
1995) by preventing the core fow pressure from being
filled from above.

A large tornado that reaches to near the tropopause
(Brown et al. 1978; Johnson and Ziegler 1784) proba-
bly terminates in surrounding upflow that is strongly
divergent. As pointed out by Lilly (1969), the dynam-
ics of rotating and nonrotating updrafis differ near the
tropopause. The anvil outflow from a nonrotating
updraft is driven by an outward pressure-gradient
force that arises as follows. The updraft penetrates
above the equilibrium level (EL) into the stratosphere
creating an overshooting storm top and, relative to the
environment, a cold dome of air that gives rise hydro-
statically to high pressure beneath it, The cold dome
cancels the effect on the surface pressure of the
warmth of the updraft column below the EL, so there
is little hydrostatic pressure deficit at the ground.
Using the inviscid swirl equation, Lilly showed that a
rotating updraft can terminate without overshooting
the EL. In this case the radial pressure gradient goes to
zero and unbalanced centrifugal forces can drive the
outflow. Without a cold dome, there is low hydrostatic
pressure at the surface, which can be maintained in a
vortex because it has “dynamic walls” owing to its
cyclostrophically balanced state. Even though the vor-
tex is tilted so that its top does not overlie its base, its
nonporous cere acts like the glass walls of a tilted
mercury barometer in transmitting the hydrostatic
pressure deficit down the axis. Some of the environ-
mental potential energy can now be realized in the
form of violent surface winds (see section 5.5).

e. Different flow regimes

As the swirl ratio in the simuiator is increased,
vortex structure changes as shown in Fig. 5.29. The
critical swirl ratio values given below are approximate
because they depend slightly on Reynolds number and
they are machine dependent because of differences in
the height of the baffle H compared to r, (Wilkins and
Diamond 1987). At § = 0 high pressure at the stagna-
tion point at the foot of the axis causes the boundary
layer to separate in the region of adverse pressure
gradient, and the outer flow circumvents the corner
region that consists of a recirculating eddy. A very
small amount of swirl does not change this pattern of
meridional circulation so that even if a weak vortex
forms it will not be in contact with the ground. Low
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swirl is sufficient to cause the boundary layer to
reattach itself, resulting in a one-cell vortex, which by
definition has a central updraft (except near the top
baffle where the vortex breaks down). In the one-ceil
vortex, the central pressure deficit at the surface is
surrounded by a ring of high pressure. This occurs at a
radius where the wind speed just above the boundary
layer is a minimum, owing to a rapid decrease of
tangential velocity with respect to radius outside the
core, and an increase in radial inflow with respect to
radius from the axis to r = rp (Ward 1972). Addition
of more swirl keeps the boundary layer attached to the
ground, eliminates the adverse pressure gradient and
high pressure ring, and lowers the vortex breakdown.
The subcritical flow consists of a bubble or eddy of
recirculating air at the base of an enlarged turbuient
wakelike vortex core, which is capped at a down-
stream axial stagnation point by either stagnant flow or
downflow near the axis. With increasing swirl, the
flow between the two stagnation peoints evolves into
first a single helix and then a double helix (Church and
Snow 1979).

At moderate swirl ratio, the boundary layer erupts
into a smooth, high-speed vortex jet that ends at a
low-level vortex breakdown, above which exists a
much larger turbulent two-celled vortex. At a critical
swirl ratio §* = 045, the breakdown point descends
into the surface boundary layer. This case is called a
drowned vortex jump (DVI]; Maxworthy 1973; Snow
1982). Noie that the critical swirl ratio for this and
other transitions decreases to an asymptotic value as
the radial Reynolds number (Re,) is increased (Church
et al. 1979). As § increases beyond 5%, the breakdown
point is eliminated altogether as the central downdraft
impinges on the ground and the boundary layer erupts
in a now annular comer region surrounding the inner
cell of the vortex. With increasing S, the core radius
increases and the vortex resembles a wide single-
vortex tornado.

At large swirl ratio, §== 0.8, the single vortex be-
comes unstable and “splits” instantaneously into two
secondary vortices that form near the radius of maxi-
mum tangential wind of the primary vortex. These
vortices revolve around the axis under the influence of
each other and their parent circulation at the rate of
about half the maximum tangential wind speed of the
primary vortex. As § is increased to 3 or beyond
(depending on Re, and the version of the simulator),
further transitions to three, four, five, and six vortices
occur. A system of seven vortices has not been ob-
served, perhaps because seven equal-strength line vor-
tices spaced regularly around a circle is an unstable
configuration (Saffman 1992, p. 119).

Increasing the swirl ratio with a vortex pair initially
present sends the flow into a disordered state before
the swirl ratio becomes large enough for a triad of
vortices. The higher transitions also occur fellowing
episodes of chaotic flow. This behavior is typical of
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nonlinear dynamical systems and flows in transition to
turbulence (Sreenivasan 1985). As § is decreased, the
reverse transition—{from two vortices to one vortex—
occurs at a higher critical swirl ratio. This hysteresis
effect is characteristic of a subcritical bifurcation in
the theory of dynamical systems (Bergé et al. 1984,
pp. 40-42).

We note here that it is possible to define a local
corner flow swirl ratio, S, =r.M 21Y, where r. is the
radius of maximum swirl velocity in the upper-core
region, M, is angular momentum outside the core and
boundary layer, and Y is the total depleted M flux
flowing through the corner flow region (Lewellen et al.
2000). Whereas S characterizes the swirling, converg-
ing flow within which the tornade vortex forms, S,
characterizes the surface-layer core flow embedded
within this larger-scale swirling converging flow; both
affect tornado structure. Hence, as Lewellen et al.
state, S. does not replace or redefine §, yet S, can more
completely determine the corner-flow structure. In-
deed, since only S, can compensate for the existence
of/variations in surface-layer inflow of low angular
momentum fluid, flows with the same S can exhibit
very different voriex structure in the comer flow
region,

Ward (1972), Davies-Jones and Kessler (1974), and
Davies-Jones (1976) idealized the two-cell vortex as a
cylindrical vortex sheet in an otherwise irrotational
flow and suggested, without proof, that the multiple
vortices formed as a result of this vortex sheet becom-
ing barotropicatly unstable and rolling up into individ-
ual vortices. Rotunno (1978) proved this conjecture by
demonstrating that a cylindrical vortex sheet with an
inner uniform downdraft and outer uniform updraft is
unstable to three-dimensional perturbations. The most
unstable perturbation is a helical one with negative
pitch (ie, tums anticyclonicatty with height in a
cyclonic vortex), in agreement with the observed neg-
ative pitch of secondary vortices in tornadoes and in
laboratory and numerically simulated vortices. The
perturbations also transported angular momentum radi-
ally inward, consistent with Lilly’s ¢1969) analysis of
Hoecker’s (1960) photogrammetric wind measure-
ments in the 1957 Dallas tornado and with the pressure
profile observed by Winn et al. (1999). Extreme winds
are located in the secondary vortices. In the simulator
the instantaneous winds in a secondary vortex may be
almost double the maximum winds in the azirmithally
averaged flow (Leslic 1977).

Increasing the surface roughness generally increases
the core radius, radial and vertical velocities, turbu-
lence levels, and the critical swirl ratios for transitions
to higher numbers of vortices, while decreasing tan-
gential velocities. Effects of surface roughness on
tornadoes and laboratory vortices are discussed further
in Davies-Jones (1986) and Church and Snow (1993).
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f Measurements in the simulator

Extensive pressure measurements, both at the sur-
face (Snow et al. 1980; Pauley et al. 1982) and aloft
(Church and Snow 1985; Pauley 1989) have been
made in the Purdue University version (TVC I) of the
Ward-type simulator. Church and Snow (1985) found
that the nondimensional axial pressure deficit Ap* =
Ap/pw” is a function of § and has a2 maximum value of
60 at § just less than $* = (0.45. -The minimum
occurred in the laminar supercritical vortex at a height
of several core radii above the surface. The elevated
pressure minimum is a common feature of the laminar
vortices, To avoid confusion we denote the core radius
and maximum velocities in laminar supercritical and
turbulent subcritical vortices by subscripts m and c,
respectively. Church and Snow also found that the
core radius of the supercritical vortex r,, ~ § =
r(v/M)Y? where & is the depth of the laminar bound-
ary layer. This indicates that the end-wall vortex is
simply a continuation of the boundary layer. In terms
of B, = Ap/ptf,, where v, ~ M/28 is the maximum
tangential wind speed (allowing for loss of angular
momentum), Ap* ~ 8, (75/r2)(M/v)$%, so the nondi-
mensional pressure deficit increases rapidly with §
until §* is reached. Since head is nearly conserved
from the rotating screen to the axis in the upper
boundary layer, the maximum vertical velocity w,, in
the end-wall vortex at § =~ S§* is given by w2/2 ~
Aplp = 60W* or w,, ~ 11w (Fig. 5.30). According to
velocity measurements in laminar vortices v, =~
0.54w,,, s0 v,, = 6w and B, =~ 1.7. Baker and Church
{1979) showed that the maximum tangential velocity
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in turbulent cores v, was given by v, =~ 2.6w over a
wide range of S. Assuming that r. ~ M/2v, this is
consistent with r,/r, « S. For these vortices the nondi-
mensional pressure deficit is much smaller, Ap* =~
6.883,, where 8, = Ap/p1 is probably around 1 based
on Kuo’s two-cell vortex. The maximum tangential
velocity is 2.3 times larger below the breakdown than
above it. Fiedler and Rotunno (1986) have shown from
a solution of the inviscid swirl equation that this is
roughly commensurate with conjugate states with flow
force (Morton 1966, 1969) invariant across the break-
down, but with a loss of head owing to turbulence at
the top of the jet. Their solution also predicted the
value of §*.

According to the Purdue measurements, the azi-
muthally averaged surface pressure field has the fol-
lowing characteristics. The lowest pressure is at the
center for one-celled vortices, and maximizes at § =~
§*. For § > $* the vortices become two-celled at the
surface, the lowest surface pressure becomes located
in a ring off center with a slight pressure maximum on
the axis, and Ap* is much less than in the end-wall
vortex because the tangential velocity is much re-
duced. Although Ap* increases once more at swirls
beyond the transition to multiple vortices, it never
reaches the maximum value attained at S = S$*. The
pressure deficits in individual secondary vortices were
also measured; these were 2-3 times greater than the
Ap* in the azimuthally averaged flow, but were still
less than Ap* at §*,

The variation of central pressure with height was
also measured. For the laminar vortices, core pressure
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Fig. 5.30. The geometry of and the velocities in the supercritical end-wall vortex and
the suberitical turbulent vortex aloft at § slightly less than S* = 8.78/r,,
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decreases rapidly with height, then becomes constant.
As shown above, Ap* aloft in laminar vortices in-
creases as the cube of the circulation so that the largest
pressure deficit occurs at S = $*. The strong upward
pressure-gradient force near the surface provides the
upward acceleration for air in the corner region. The
pressure deficit at the surface is less than the maxi-
mum deficit aloft by a factor that ranges up to 7. The
pressure deficit declines abruptly with height across
the vortex breakdown. The largest surface pressure
deficit is associated with the DVJ. In this case the
pressure deficit declines rapidly with height. In the
turbulent two-celled vortices that occur at § > §%, the
axial pressure deficit is much less than in the DVJ, but
declines little with height. Over the region of parame-
ter space that has been investigated, 60 appears to be
an upper limit for the maximum nondimenstonal pres-
sure deficit that can occur in the simulator.

5.5, Tornado intensity

The issue of tornado intensity can be addressed
using measurements of maximum tornado wind speed,
through theoretical considerations of the kinetic en-
ergy of the tornado, and/or by atmospheric scating of
atmosphere laboratory or numerical model results, the
caveats of which are discussed in section 5.4. In the
spirit of the preceding sections, we begin with a
discussion of relevant tornado observations, which, as
mentioned above, indicate wind speeds as high as
125 m s~ ! to perhaps 140 m s~ .

a. Measurements of maximum fornado wind speeds

Photogrammetric analyses of tornado-debris movies
(e.g., Hoecker 1960; Golden 1976; Golden and Purcell
1978a; and many others) have yielded maximum wind
speed estimates ranging from 56 to 95 m s7!, at
15-200 m above the ground; aloft, in a suction vortex,
Forbes (1978) estimated wind speeds as high as 125 m
s~1. Analyses additionally suggest upward vertical
velocities in tornadoes as high as 25-60 m s™' be-
tween 25 and 60 m AGL. The photogrammetric tech-
niques require accurate knowledge of the distance of
visible landmarks (in the film) and of the tornado to
the camera site. Air tracers (tornado debris, cloud tags)
can then be scaled on each movie loop and subse-
quently tracked on a grid (Golden and Purcell 1978a).
The techniques may underestimate maximum wind
speed owing to the following reasons: (i) the tracer
motion may be less than the actual wind speed, (ii) the
location of the maximum wind speeds may be hidden
by an opaque dust column or condensation funnel, and
(iti) the line-of-sight motions cannot be determined. In
addition, debris tracers may be absent in some parts of
the vortex.

With Doppler radar, the maximum wind speed esti-
mation proceeds as follows. Facilitated by the use of a
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relatively high pulse repetition frequency, unfolded
Doppler spectra can be computed; maximum wind
speeds in the radar volume are then determined by
locating the highest frequency in the spectrum above
the noise floor (see also Doviak and Zraic 1993, pp.
344-350). Such a Doppler spectrum of a tornado was
first reported by Smith and Holmes (1961): Using a
fixed-site CW (continuous wave) Doppler radar in
Kansas in 1958, they found maximum wind speeds in
a tornado of 92 m s~ '. Comparable estimates (65-92
m s~ ') from a number of tornadoes that passed within
a 100-km range of NSSL’s 10-cm wavelength, fixed-
site, pulsed Doppler radar have been reported by Zrnic
and Doviak (1975), Zmic et al. (1977), Zrnic and Istok
(1980, and Zmnic et al. {1983).

A portable, 3-cm wavelength, CW Doppler radar,
designed and built at the Los Alamos Naticnal Labo-
ratory (LANL) (and later modified to have the capabil-
ity to collect Doppler spectra in range bins of 78-m
spacing, using FM-CW signal processing), has been
utilized to increase the probability of determining the
Doppler velocity spectrum at and below cloud base in
tornadoes (Bluestein and Unruh 1989; Bluestein and
Unruh 1993; Bluestein et al. 1993, 1997). At close
range (i.e., within sight, or less than 5-10 km in
range), visual documentation by a boresighted video
camera mounted on the radar antenna was used to
determine the location of the maximum wind speeds
relative to the condensation funnel, if present. Most of
the portable radar—based estimates (collected during
1987, 1990, 1991, and 1994) of maximum tornadic
wind speed were between 50 and 100 m s~1 at some
distance (as much as 100 m) above the ground (mea-

RELATIVE SPECTRAL DENSITY (dB)
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Fig. 5.31. Receding portion of the Doppler velocity spectrum of
an F-5 torpado, as measured by a portable, 3-cm wavelength CwW
Doppler radar near Ceres and Red Rock, Oklahoma, on 26 April
$901. From Bluestein et al. (1993).
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surements confined to volumes near the ground were
not possible owing to the 5° beamwidth of the anten-
nas). For example, maximum wind speeds in the
tornade near Northfield, Texas, on 25 May 1994
reached 65 m s~ ' and possibly 75 m s™!; the 2-km
diameter parent mesocyclone had wind speeds of
45-50 m s ' (Bluestein et al. 1997). Higher wind
speeds—up to 120-125 m s~ '—were estimated in a
tornado on 26 April 1991 near Ceres and Red Rock,
Oklahoma (Fig. 5.31; see Bluestein et al. 1993). These
measurements were the first confirmation of F5 wind
speeds in a tornado based on Doppler radar measure-
ments. [On 3 May 1999, DOW data were collected on
a tornade that was associated with F5 damage near
Oklahoma City, Oklahoma. Wind speeds possibly as
high as 140 m s~ '—the upper end of the F5 scale—
were measured over a very short duration {(~50 ms) at
about 30 m AGL; J. Wurman 1999, personal commu-
nication.] Not surprisingly, however, wind speeds cor-
responding to the F-scale ratings for other tornadoes
were less than those indicated by the Doppler spectra.
Hence, as alluded to in section 5.1, estimates of
tornado intensity based on damage surveys alone must
be viewed with caution (see also Doswell and Burgess
1988).

A comparisoen by Bluestein et al. (1993) of simu-
lated wind spectra with actual spectra suggests that the
highest radar reflectivities are located well outside the
core of the tornadoes, presumably in the debris cloud.
This inference is consistent with other radar observa-
tions of weak-echo holes. It is therefore possible that
there are even higher wind speeds closer to the center
of the tormado where radar reflectivities may be too
weak to detect a signal and near the ground where
wind speeds could not be measured owing to the 5°
beam width of the antennas.

b. Theoretical limits

The parent thunderstorm contains far more energy
than does the tornado simply because of the thunder-
storm’s far greater volume. The kinetic energy of the
thunderstorm circulation is derived largely from the
latent heat released in the updraft and evaporative
cooling in the downdraft, and possibly from some
conversion from environmental kinetic energy. The
high density of kinetic energy in the tornado is associ-
ated with a large local drop in pressure, which occurs
by mechanisms described below. Investigators have
attacked the question of the maximum wind speed that
can occur in a tornado by addressing the equivalent
question of how large a pressure deficit can be sup-
ported in the atmosphere. Since nature abhors even a
partial vacuum, a mechanism is needed that prevents
fluid from rushing in to fill the void.

Various attempts have been made to place upper
bounds on tornado wind speeds by calculating a max-
imum hydrostatic pressure drop (e.g., Lilly 1969,
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1976). The conceptual model assumes a warm axisym-
metric updraft column at # = 0 in an environment that
is in hydrostatic equilibrium at r = =, The vertical
momentum equation
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reduces at radial infinity to the hydrostatic equation,
which can be written as
0= —cb.(2)dmSRz — g, (5.22)
where the subscript = denotes r=9. On the axis,

denoted by subscript O, the steady-state vertical mo-
mentum equation can be approximated by
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where 1'Hdpital’s rule has been used, and the last term
is a turbulent stress term for quasi-cylindrical flow
(Pauley 1989). Using (5.22), (5.23) may be written
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Let the updraft terminate at the equilibrium level z =
H without overshooting so that mwy(H) = wm.(H) and
wolH) = 0. Then integrating (24) from the top of the
comer region z = § to z = H yields a formula for the
pressure drop near the surface,

~ 1
¢, 7a(8) — mo(3)] = CAPE + 2 w5(5)

dz, (5.25)

where f; is an intermediate value of #8|,., and
CAPE =g f; [0:(2) — 6.(2)}[0.(2)}dz. The pressure
drop is related to a maximum tangential wind speed
;s by assuming cyclostrophic balance and some
tangential-wind profile »(r). For several different
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types of vortices this results in the relationship
cpés[wm(ﬁ) — ()] = sz ,where the constant g = 0.5
for a stagnant-core vortex, ! for a Rankine combined
vortex, 1.14 for Kuo’s two-cell vortex, 1.74 for his
one-cell vortex, and 1.68 for the Burgers—Rott vortex.
For a steady nondiffusive flow, § = 0, v = 0, and
wol&) = u' =w' =0, and the maximum tangential ve-
locity on the ground is given by the “thermody-
namic speed limit” u,, = (CAPE/B)"Z, where 6,(z) is the
potential temperature of a surface parcel lifted adiabat-
ically to cloud base and pseudoadiabatically above
cloud base. This limit pertains only to inviscid torna-
does with axial updrafts.

Based on an environmental scunding, Bluestein et
al. (1993) calculated a CAPE of 3900 m? s™2 for the
Red Rock, Oklahoma, tornado and a thermodynamic
speed limit of 62 m s~ based on a Rankine combined
vortex (8 = 1). As discussed above, this is roughly
one-half the observed wind speed measured some-
where below cloud base. Since this tornade was large,
the inner part of the core may have been rotating
slowly compared to the core wall, hence B may have
been closer to 0.5, which would increase the speed
limit to 88 m s~ '. Since the tornado was moving to the
east-northeast at about 15 m s~ ! and the measurement
was obtained when the tornado was northeast of the
radar, the maximum tornado-relative wind speed may
be only 105 m s™!. By this reckoning the speed limit
is broken not by a factor of 2, but by only 20%. To
explain away the remaining 20% without invoking
subsidence warming in the core, we could postulate
that the measurements were made near the top of the
tornado’s boundary layer where inflowing parcels
overshot their equilibrivm radius by 20%. Or we might
point out that the CAPE is relative to a pristine
horizontally homogeneous environment, instead of the
actual inhomogeneous surroundings that include the
storm’s cold pool (Lewellen 1976, 1993; Trapp and
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Davies-Jones 1997). These remarks are intended only
to raise uncertainty, not to lend support to the thermo-
dynamic speed limit that is based on constant equiva-
lent potential temperature along the axis.

The simplest mechanism for breaking the thermody-
namic speed limit is via subsidence in the core forced
by a downward axial pressure-gradient force (Lilly
1969, 1976). The CAPE in (5.25) is now based on the
temperature difference between a depressed (instead of
lifted) parcel and the environment, resulting in a much
higher speed limit based on constant potential temper-
ature along the axis, which is labeled here the upper
thermodynamic speed limit. Subsidence in the core can
result in a much larger CAPE if the core is filled
almost down to the ground with parcels that have
entered a large tornado through its top near the equi-
librium level. The core of such a tornado would be
very stable (since d6/dr <0; see section 5.4) and
hence very warm because the air would descend dry
adiabatically in the absence of turbulent mixing with
air outside the core. There is limited observational
evidence for the existence of tornadoes with hurricane-
like eyes from Doppler radar observations of an echo-
weak hole associated with a TVS (Johnson and Ziegler
1984; see also Wakimoto et al. 1996) and from mobile
Doppler radar observation of a suspected strong down-
draft near cloud base in a tornado (Wurman et al
1996; see also Figs. 5.23 and 5.27).

For 8 = 0.5 both limits are commensurate with
assuming a stagnant-core vortex in hydrostatic and
cyclostrophic balance. The balanced state can be illus-
trated in the case of core subsidence with a two-layer
atmosphere consisting of a troposphere of constant
potential temperature 8, and a stratosphere of constant
potential temperature 8,, where 6, > 6, (Fig. 5.32a).
The unperturbed tropopause is at z = H. Assume that a
thunderstorm generates a vortex that draws 6, air
down to the surface as shown in Fig. 5.32b. The new

(@

(b)

FiG. 5.32. (a) Equilibsium state in a two-layer atmosphere in the absence of rotation. The tropesphere of
constant potential temperature #, is overlaid by a stratosphere of constant potential temperature 8, (>6,). (b)
Balanced inviscid vortex in the same two-layer atmosphere. There is no flow in the radial and verical
directions. An outer potential vortex of tropospheric air with constant angular momentum M surrounds a

stagnant core of air drawn down from the stratosphere.
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state has higher potential energy than did the original
one so the transition requires (i) the addition of
energy, which has to be supplied by the parent storm,
and (ii} the prior presence of strong low-level rotation,
probably the tornadic vortex in its formative stages, to
provide the downward pressure-gradient force needed
to draw down the 6, air. Figure 5.32b may represent
an ideal state for tornadoes.

The core pressure deficit and maximum wind can be
derived for the two-layer model as fallows. The non-
dimensional pressure at height z < H in the environ-
ment, characterized by constant potential temperature
6y, i1s found by integrating (5.22) upward from the
surface and assuming m(w, 0) = 1, and is given by
M, z) = 1 — gz/c,6,. The nondimensional pressure at
z = H is independent of r and hence is wr, f)=1—
gHlc,8,. The pressure along the axis, found by inte-
grating the hydrostatic equation downward from the
tropopause, is 7(0, z) = w0, H) + 8(H — 2)lc,8,. The
axial pressure deficit is

Am(z) = 7(oe, z) — (0, z)

1
—)(H -2, (526
0,

which also applies to the entire stagnant core. The
Froude number based on the total height of the tor-
nado, defined as Fr= {(c,0/gEDIAT(0)/AOG)]} 2
(Lewellen 1993), is 1 for our two-layer model. In the
outer potential part of the vortex centrifugal forces
balance the inward pressure-gradient force. The maxi-
mum tangential velocity and the core radius at each
level are given by

v.(2) = [2¢,6,A7(2)]

G 172
= [Zg( 1— —l)(H — Z)J (5.27)
0,

and

r(z) = Miv(2). (5.28)

These formulas for maximum pressure drop and tan-
gential velocity can be generalized easily to include a
general sounding and a general vortex core with poten-
tial temperatures 6,(z) and 85z}, respectively, Now H
becomes the height of the equilibrium level [where
0.(H) = 0..(FD]. Integrating the hydrostatic equation
yields

Am(z) = f[m:) ~ (U)KH - 2), (5.29)

)

where the overbar denotes average values between
H ~ z and H. The maximum wind is
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U, == {%I 8(0)[(1/0..) — (1!90)]} . (5.30

Adopting the sounding shown in Lilly (1976), we
can use the formulas to make estimates of tornado
parameters. Assuming that the source height of the
subsiding air is 180 mb, H = 13 000 m and 8,=340 K,
Here 8,=315 K is representative of a mean tropo-
spheric value of @ and M =2 X 10° m? s~ is typical
for a strong tornado. For a dry adiabatic core, these
values yield a central pressure drop of 100 mb, a
maximum tangential velocity of 137 m s~ !, a core
radius of 146 m, and a ground temperature in the
tormado of 57°C if the subsiding air reaches the ground
unmodified (although such warm air has never been
observed). The pressure drop and speed limit (with the
translation speed added) seem to be reasonable upper
bounds in the light of existing measurements. Higher
values can be obtained by assuming that the air
descends from 160 mb, the parcel equilibrium level,
instead of 180 mb. With pseudoadiabatic descent, the
surface pressure deficit and the maximum tangential
wind speeds are only about 30% and 55%, respec-
tively, of the above values.

In addition to the hydrostatic lowering of pressure,
Eq. (5.25) offers two dynamical mechanisms for main-
taining a large pressure deficit: the turbulent stress
term (Ward 1972; Pauley 1989) and large vertical
kinetic energy of parcels at the top of the corner region
(Davies-Jones and Kessler 1974; Lewellen 1976;
Snow and Pauley 1984; Fiedler and Rotunno 1986}.
These dynamical effects allow the lower thermody-
namic speed limit to be broken without subsidence
warring in the core (Lewellen 1976 Snow and Pauley
1984; Fiedler and Rotunno 1986). The dynamical
mechanisms may also be responsible for the relatively
larger pressure drops and associated higher wind
speeds that occur in secondary vortices: Photogram-
metric measurements in tornadoes (Forbes 1976) and
laboratory vortices (Leslie 1977) and three-dimen-
sional numerical modeling results (Rotunno 1984,
Lewellen et al. 1997) show that tornado-relative winds
may be 30%-50% higher in secondary vortices than in
the azimuthally averaged flow.

Ward (1972) proposed that the low axial pressure
near the surface could be maintained by turbulent
stresses preventing filling of the vortex from above.
Pauley’s (1989) measurements support this conclusion,
but the turbulent stress term does not seem to be
important in the axial momentum budget in some
axisymmetric numerical simulations (Walko 1988;
Fiedler 1994).

The most complete explanation of the mechanism
involving the vertical kinetic energy term is that due to
Fiedler and Rotunno (1986). They suggest that, in
some instances, intense tornadoes could be supercriti-
cal end-wall vortices with axial jets in their cores,
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arising from the frictional interaction of a vortex with
the ground; thus, as already explained, the vertical
kinetic energy term is large for end-wall vortices and
drowned vortex jumps. An example of a tornado of
this type may be the narrow, intense, and well video-
graphed Pampa, Texas, tornado of 8 June 1995, which
lofted a flattened pickup truck 30 m in the air. Indica-
tions of vortex breakdowns in tornadoes have been
reported by Hoecker (1960), Ward (1972), Burggraf
and Foster (1977), and Pauley and Snow (1988).
Because end-wall vortices are supercritical flows that
do not allow upstream (i.e., downward} wave propaga-
tion, they can contain intense dynamical pressure
drops that cannot be reduced by filling from above.
With increasing circulation M, the end-wall vortex
intensifies because 7, * M2, and (Ap),, = 17, « M°.
There is still a limit, however, on the maximum
pressure drop that can be realized in a given parent
updraft because adding more swirl to the flow eventu-
ally leads to the less intense subcritical vortex reach-
ing the surface and preventing the more intense end-
wall vortex from forming. Conversely, reducing the
swirl Ieads te a less intense end-wall vortex and less
disparity between upstream and downstream condi-
tions that can be matched by a vortex breakdown
further aloft (Fiedler and Rotunno 1986).

Fiedler and Rotunno estimated the intensity of a
supercritical end-wall tornado by assuming that the
maximum tangential velocity in the subcrifical vortex
aloft was v, = (CAPE)"?, the thermodynamic speed
limit for a Rankine combined vortex. Applying their
theoretical results that v, =~ 1.7v, w, =2y, and
(Ap),, =~ pwr/2 yields for v, =65 m 57}, y, ~ 110 m
s, w,~220ms~', and (Ap),, ~ 242 mb. The max-
imum inward velocity is about half of v,, according to
Fiedler's (1994) model. These extreme values are aloft
where measurements of axial pressure and vertical
velocity are difficult to obtain. Can the simulator
results and the theory be applied to tornadoes where
the flow in the boundary layer and comer region is
turbulent, the earth’s surface is rougher than plywood,
the flow force has a buoyancy term (Morton 1966,
1969), the termination of the tornado aloft may be
radically different in the absence of an atmospheric
counterpart to the baffle, the flow is no longer approx-
imately incompressible at the estimated wind speeds,
and the downstream conditions probably are not sim-
ply v, = 2.6w? The latter condition a? Cars Inconsis-
tent because it makes w = (CAPE) “/2.6, whereas
w= (CAPE)”2 would seem more in keeping with
observations. Regarding the first condition, however,
even if the boundary layer and end-wall vortex are
turbulent, the ratio v /v, may still be around 2 (Chi
1977) or even 2.5 (Lewellen et al. 2000), although
w,/v,, may be reduced (to 1.4, as given by Lewellen et
al. 2000; see also Fiedler and Rotunno 1986; Leweilen
1993},
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The supercritical end-wall vortex tornado, although
high velocity, is arguably not the most damaging at the
ground (aside from hits from large falling objects
ejected from the tornado) because its high winds and
low pressure are located some 50 m above the ground
in the axial jet very close to the axis. The wind
damage in this type of tornado should be worst at
trectop level, although the recent modeling study by
Lewellen et al. (2000) suggests that the most signifi-
cant damage might be much lower; the location of the
extreme winds and pressure deficit makes observa-
tional verification (using current observing tools and
strategies) of the theory and model almost impossible.
The most damaging types of tornado should be the
drowned vortex jump and large two-celled vortices
with (or even sometimes without) secondary vortices.
The majority of intense tornadoes should be of the
latter type since it occurs over a much wider range of
swirl ratios than the end-wall vortex and DVJ. A
damage survey of the violent Union City tormado
{(Davies-Jones et al. 1978) gave indications that it was
equally damaging to houses in its path when it was
two-celled at the surface (damaging winds circulatory)
as it was when it later became a smaller vortex with
signs in the lowest few meters of strong low-level
convergence into its center (and with damage and
debris dispersal caused predominantly by winds that
were in the same direction as tornado translation).

5.6. Concluding remarks .

A buoyant updraft, rainy downdrafts, and a deep, meso-
cyclonic vortex (preexisting vertical vorticity) are toradic
supercell (nonsupercell) storm “ingredients.” These are, to
varying degrees, mutually dependent processes and inter-
act in some way to yield a tornado. It is unlikely that a
single such “recipe” can be generalized to all instances of
tornadogenesis. For example, the exact sequence of events
leading to tomado formation will depend, as alluded to in
section 5.2, on whether or not the mechanism for the
genesis of the near-ground mesocyclone is effectively
baroclinic or barotropic.

Observationally, the basic mechanism for midlevel
mesocyclogenesis (section 5.2) has been confirmed.
Refuting or verifying other model- or theoretical-based
mechanisms such as those involving near-ground me-
socyclogenesis and the modes of tornadogenesis (sec-
tion 5.3) may be hard to verify or refute with present
data of tornadic storms. Similarly, much about the
tornado structure deduced from meodels and theory,
particularly that which governs tornado intensity (sec-
tions 5.4 and 5.5), awaits observational confirmation.

Current and future researchers are faced with addi-
tional yet related unresolved scientific issues too nu-
merous to list here. One such issue regards the current
inability among meteorologists to reliably forecast or
even “nowcast” tornado intensity and longevity. An-
other that has critical operational implications is the
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current lack of a means to discriminate tornadic storms
from those storms that appear quantitatively and qual-
itatively identical to tornadic storms yet do not pro-
duce tornadoes. The exact nature of tornado demise
remains speculative, as does the physics of the storm—
boundary interactions that sometimes precede tornado-
genesis. And, of course, we have yet to solve the
mysteries of whether the cores of large tornadoes are
warm and how the vortex terminates aloft, Solutions to
these problems will require cooperation and comple-
mentary efforts among observationalists, modelers,
and theoreticians,

Apart from limited temporal and spatial resolution
in inadequately small temporal and spatial domains,
datasets currently available for mesocyclone and tor-
nadogenesis study also suffer from (i} lack of wind
information in the lowest few hundred meters between
the ground and the lowest elevation angle of a typical
Doppler radar scan, where horizontal convergence and
baroclinic generation of vorticity are concentrated; and
(ii} Iack of temperature and humidity measurements in
the lowest 1-2 km in the vicinity of the wali cloud, tail
cloud, and clear slot, and within the rear- and forward-
flank downdraft regions. Data appropriate for investi-
gations of tornado dynamics necessarily must have
even higher temporal and spatial resolution. On both
the mesocyclone and the tornado scales, a sufficient
number of observations must be gathered to aljow for
generalization of the results,

In addition to fixed-site and mobile rawinsondes and
surface mesonets that provide in sim measurements,
collecting the needed data in the future will probably
require remotely controlled instruments (perhaps
aboard a remotely piloted aircraft; e.g., see Bluth et al.
1996) and/or other remote-sensing techniques, and yet
will still be very chalienging owing to the logistics of
intercepting hazardous and quickly moving and evolv-
ing storms. Clearly, single- and coordinated multiple-
Doppler radars will continue to play a prominent role
in tornado and tornadic storm research. We emphasize
the future importance of radars installed on mobile
ground-based and airborne platforms (see sections 5.2
and 5.3), which can ease (albeit with their unique set
of limitations) the primary shortcomings of ground-
based, fixed-site radars. For example, owing to the
tens of kilometers typical distance between the storm
and the radar(s), the fixed-site data suffer from rela-
tively coarse vertical resolution, Such degraded resolu-
tion and the related lack of data close to the ground
diminish the accuracy of horizontal convergence cal-
culations within the convective boundary layer and
therefore of vertical velocity and subsequent retrieved
variables (the computations of which are sensitive to
vertical velocity). Another shortcoming is that the
probability is low that a storm will pass through a
fixed-site Doppler-radar network such that data can be
collected to document tormado formation, mainte-
nance, and decay. In contrast, an aircraft equipped
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with Doppler radar? can fly close to a storm at low
levels and can follow it during its entire life cycle. An
analogous statement can be made about ground-based
mobile radars, with the caveat that the depioyment and
data collection are subject to the availability of a
suitable road network.

These shortcomings aside, fixed-site radars will con-
tinue to provide invaluable information. Data from
operational radars such as the WSR-88D and the
Terminal Doppler Weather Radar can be used to
compile large-sample statistics on observable storm
attributes, to help focus research endeavors, and to
improve warning operations. In addition, retrieval of
the 3D wind in thunderstorms using single Doppler
radar data has become possible recently using tech-
niques based on assumptions of conservation of radar
reflectivity or velocity stationarity (e.g., Tuttle and
Foot 1990; Qiu and Xu 1992; Laroche and Zawadzki
1994 Shapiro et al. 1995; Zhang and Gal-Chen 1996;
Sun and Crook 1997). In addition to their potential for
storm diagnostic purposes (e.g. Sun and Crook 1998),
the retrieved winds and subsequently (or concurrently)
retrieved thermodynamic variables can be assimilated
into numerical models, for the purpose of producing
very short-term prognoses of the future state of the storm,
Weygandt et al. (1998) have reported some success re-
cently with such predictions of the 17 May 1981 Arcadia,
Oklahoma, tornadic supercell. Storm-scale predictions (and
also diagnoses) will be limited by the characteristics of the
data sampling, as mentioned above, and additionally by the
assumptions that underlie the single-Doppler retrieval
techniques,

It is appropriate to close our review as did Davies-Jones
(1986) with comments on tornado “modification.” Numer-
ous suggestions on tomado destruction/wind modification
have been offered® (by meteorologists and nonmeteorolo-
gists alike) that purport to disrupt the flow in and around
the tomado. An explosive device administered to the
tomado by missiles is an example of one of the more
popular ideas. Such an approach carries with it the grave
consequences associated with a number of unintended
results, the most obvious of which is damage to life and
property by explosives themselves. Similarly, cloud seed-
ing, if effective in enhancing rainfall, would have uncertain
effects on tomado modification. For example, in storms
with too little nataral precipitation, it is plausible that an
increase in rainfall would then allow the storm to support

*Details of radar scanning strategies, and how these radar scans
comprise “pseudo-duat-Doppler” radar data, are given by Jorgensen
et al. (1996). A discussion of airborne Doppler radar sampling
limitations and of error sources in pseado-dual-Doppler analyses can
be found in Ray and Stephenson (1990) and elsewhere.,

It has been our experience that these tend to follow highly
publicized tornado outbreaks with numerous fatalities such as the
event on 3 May 1999 near Oklahoma City, Oklahoma.
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the processes that lead to tornadogenesis! Other proposals
are outlined by Davies-Jones (1986).

To our knowledge, none of these techniques have
been advanced. Thus, as stated by Davies-Jones
{1986), we are “probably many years away” from
practical implementation of any such techniques,
which will continze to be limited by the gaps in our
understanding of tornadoes and tornadic storms. In the
meantime, we recommend that steps be taken toward
continued mitigation of loss of life, with appropriate
structural engineering and building practices, instalia-
tion of concrete-reinforced “safe rooms,” public out-
reach and education on storm and tornado safety, and
basic research on tornadoes and tornadic storms, with
rapid transfer of these research results fo the opera-
tional sector.
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