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1. Introduction 
 

1 The phased-array radar (PAR) of the National 
Weather Radar Testbed (NWRT) in Norman, Okla-
homa represents a paradigm shift for weather radar 
observations. The PAR with abilities such as a higher 
data update rate through beam multiplexing (Yu et al. 
2007) offers not only an opportunity but also a chal-
lenge for meteorologists to exploit its potentials for 
helping us improve convective storm analysis and 
prediction. In this paper, the ensemble Kalman filter 
(EnKF) data assimilation technique is used to study 
the impact of different scanning strategies and to pro-
vide scientific guidance for the design and use of op-
timal scanning strategies for PAR.  

The EnKF method has shown great promise in a 
number of recent studies with simulated data within 
the Observation Simulation System Experiments, 
(OSSE, Snyder and Zhang 2003; Zhang et al. 2004; 
Tong and Xue 2005, TX05 hereafter; Xue et al. 2006, 
XTD06 hereafter). These OSSE studies, especially 
the earlier ones, make several simplifying assump-
tions about radar observations. For example, radar 
data are assumed to be available on the regular model 
grid points in the first three studies referenced.  
XTD06 assumes that radar data are available in the 
PPI planes but at vertical columns that coincides with 
columns of the analysis grid. In this study, the ARPS 
(Advanced Regional Prediction System) EnKF data 
assimilation system is upgraded to directly assimilate 
flexible forms of radar data, such as those on individ-
ual radials, and to apply more realistic observation 
operators that include beam weighting in all three 
directions. A companion radar emulator has been 
developed to simulate various scanning modes of 
PAR and produce realistically simulated data.  As a 
result, in this system, OSSE for different scanning 
strategies can be easily implemented.  

In the experiments reported here, in both the truth 
simulation and data analysis, the same grid is used 
with a horizontal grid spacing of 1 km and a stretched 
vertical grid of 100 m at the surface while increasing 
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to 900 m at the model top. A perfect assimilating 
model is assumed. 

This paper is organized as follows: in second 2, 
the EnKF systems and simulated radar data are 
briefly described. In section 3, OSS experimental 
design and  some  important  parameter  options in 
the ARPS EnKF system are described and the ex-
periment results are presented. Discussions are given 
in section 4. 
 
2. EnKF system and simulated radar observations 

 
The ARPS EnKF system used in this paper is an 

upgraded version of that described by TX05 and 
XTD06. The main new feature is its added ability to 
handle radar observations in radar coordinates, which 
is necessary to study the impact of various scanning 
strategies, including azimuthal and vertical over-
sampling. A more realistic 3D volume average ap-
proach is also added as an option in the radar obser-
vation operator. 

  The formulas that relate radial velocity and re-
flectivity to atmospheric state variables are the same 
as described in TX05. We describe here only the vol-
ume average aspect that is different from TX05 and 
XTD06. For reflectivity at the center of radar sam-
pling volume, 
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and for the corresponding radial velocity, 
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where  and η  were the radial velocity and re-
flectivity at grid point (i, j, k) located within the radar 
volume centered at ( ,0 0 0, )r θ φ . Compared to standard 
formulas, such as Eq. (5.48) of Doviak and Zrnic’ 
(1993, DZ93 hereafter),, the reflectivity weighting in 
(2) is neglected. 
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The resolution of the truth simulation is 1 km in 
the horizontal. To avoid having many gates that con-
tain no grid point, we assume that radar gate spacing 
is 1 km instead of the actual 250 m of the PAR. The 
range weighting function, ( )W r , has the following 
form: 
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where  has the same functional form as given by 
Eq. (11.118) of DZ93: 
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where, from Eq. (5.76) of DZ93, 
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and  is taken as 235 m as in Wood and Brown 
(1997), a parameter based on the WSR-88D radars. 

6r

For azimuth and elevation weighting Eq. (A.3) 
of Wood and Brown (1997): 

 
( )4

i,j,k i,j,k

2 2
i,j,k i,j,k

,

  exp 4 ln 4
w w

f θ φ

θ θ φ φ
θ φ

=

⎧ ⎡ − −⎛ ⎞ ⎛ ⎞⎪ ⎢− +⎜ ⎟ ⎜ ⎟⎨
⎢⎝ ⎠ ⎝ ⎠⎪ ⎣⎩

⎫⎤⎪⎥⎬
⎥⎪⎦⎭

, (6) 

 
wθ  and wφ  are beam width in azimuth and elevation 

respectively, and their values will be specified for 
individual experiments.  
 As in XTD06, the beam bending and earth curva-
ture effort is taken into account therefore height of 
the lowest-elevation beam above ground increases 
with radar range, resulting in an increased loss of 
low-level coverage as the storm is further away from 
the radar. 
 
3.  OSSE design, EnKF configuration and results 
 
a. OSSE design 
 

In present work, the model errors are not con-
sidered. In both the truth simulation and analysis sys-
tem, the horizontal resolutions are 1 km, and the ver-
tical grid spacing increases from 100 m at the surface 
to 900 m at the model top. The model domain 64 × 64 
× 20 km and there 43 levels in the vertical. 

The truth simulation uses the May 20, 1977 Del 
City Oklahoma sounding (Xue et al 2001). The Sma-
grinsky turbulence closure scheme is used, together 
with Lin  ice microphysics. The model storm is trig-
gered by a thermal bubble placed at the low level of a 
horizontally homogeneous environment, and the 

model is integrated for two hours. The simulated 
storm evolution is similar to that in Xue et al. (2001).  
Similar truth simulations were used in TX05 and 
XTD06. 

As mentioned in the introduction, this work fo-
cuses on the impact of scanning strategies when the 
radar observations are potentially insufficient in spa-
tial resolutions, which can occur when the radar is 
located as a large distance from the storms. In this 
study, we examine radar locations at (- 100, 0), (- 80, 
0), (- 60, 0) and (- 40, 0)km where (0, 0)km is at the 
lower left corner of the model grid. The main storm 
cell, or the right moving cell after storm splitting, is 
located close to the domain center at (32, 32) km. 

In addition, two benchmark experiments with ra-
dar positions at (-100, 0)km and (0, 0)km, respec-
tively, are conducted, in which the radar observations 
are assumed to be taken at the scalar points of the 
model grid. These experiments serve as the bench-
marks and represent the optimal scenario where no 
horizontal interpolation or radar volume averaging is 
involved. This is also the assumption made in TX05 
and in Snyder and Zhang (2003) and Zhang et al. 
(2004). 

In our experiment, the gate spacing is 1 km. Two 
radar beam widths of 2o  or 1o are considered, with 
angular (in azimuth and/or in elevation) sampling 
increments of 2o, 1o or 0.5o. When the sampling in-
crement is smaller than the beam width, we call it 
over-sampling in the corresponding direction. In 
other words, angular over-sampling occurs if then 
beam width is larger than its’ increments. Specific 
configurations of these parameters are listed for dif-
ferent experiments in Table1.        
  
b. ARPS  EnKF configuration 
 

In this work, the ensemble square root filter 
(EnSRF) scheme is used, as in XTD06. Both radial 
velocity and reflectivity are assimilated starting from 
the first analysis cycle. The reflectivity is assimilated 
starting from the first cycle, following Tong and Xue 
(2007). 

As in TX05 and XTD06, the initial ensemble 
forecast starts at 20 min of model time, and the first 
analysis occurs at 25 min. The initial ensembles are 
specified by adding smoothed random perturbations 
to the initial guess defined by the truth simulation 
sounding. A discussion on the smoothed perturbation 
can be found in Tong and Xue (2007). Again follow-
ing XTD06, fourty ensemble members are used. 
More members usually do not significantly improve 
the results but increases the computational cost. 

For all experiments, the covariance inflation coef-
ficient is taken as 1.1, which is found to work the 
best. Covariance location is applied in the same way 
as in TX05 and XTD06, using a Schur product to the 
calculated covariance. A localization cut-off radius of 
4 km in all directions for reflectivity analysis is found 
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to work generally the best and is therefore used in all 
experiments reported here. 

 

Table 1. List of experiments. 
 

Categories 
Parameters 

W2I2 W2I1 W2I0.5 N88d 
 

W2I2-HF W2I1-HF 

Beam width 2° 2° 2° 1° 2° 2° 
Angular increment  

in athimuth/elevation 
2° 1° 0.5° 1° 2° 1° 

Lowest elevation 1° 1° 1° 0.5° 1° 1° 
Volume scan interval 5 min 5 min 5 min 5 min 1.25 min 1.25 min 
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Fig. 1. The rms errors of ensemble mean analyses of vertical velocity w, averaged over points at which the true re-
flectivity is greater than 5 dBZ  for radar locations  (-100, 0) (a), (-80, 0) (b), (-60, 0)(c) and (-40, 0)km (d) respec-
tively. In (a-d), the lower solid line is for experiment N88d, dashed for W2I1, dotted for W2I0.5 and upper solid for 
W2I2. In (e), high frequency update experiments (dotted line for W2I1-HF with radar coordinates (-100, 0) km, up-
per dashed line for W2I1-HF with radar coordinates (-60, 0)km, and benchmark experiments (lower solid line for 
radar coordinates (0,0)km and lower dashed line for radar coordinate (-100,0)km experiments. 

  
c. Results 
 

As shown in Table 1, there are 6 categories of ex-
periments for the case of radar data on radials. For 
each category, there are 4 experiments with different 
radar positions of (-100, 0), (-80, 0), (-60, 0) and (0, 
0)km. We name the experiments using the x-
coordinate of the radar location and the category 
names in Table 1. For example, 60-W2I1 represents 
experiment W2I1 with radar located at (- 60, 0) km.  

For all simulated radar observations, random er-
rors drawn from Gaussian distributions of zero mean 
and standard deviations of 1 m s-1 and 2 dBZ for ra-
dial velocity and reflectivity, respectively, are added 
to the observations. 

The rms errors of the analyzed vertical velocity 
through the analysis cycles are shown in Fig. 1 for 
several experiments. The benchmark experiments 
with radar positions at (-100, 0) and (0, 0) km in Fig. 
1e exhibit, not surprisingly, the best performance, 
compared to experiments whose data are sampled on 
the radials, because of absence of horizontal interpo-
lation or volume average error. The differences be-
tween the two benchmark experiments must have 
been due to the difference in the amount of vertical 
velocity components observed. For this reason, the 
analyzed w errors in the cases with radar at (0, 0) are 
smaller. 

 In all these experiments, except for 100-W2I2 
and 80-W2I2, the analyses are brought closer to the 

truth continuously through the 5-min assimilation 
cycles. The lowest level of error is generally found at 
the end of the data assimilation window.  As an ex-
ample, a qualitative comparison of 100-W2I1 and the 
truth is shown in Fig. 2,3. It is seen that the storm 
evolution is basically captured by 100-W2I1. For 
these cases, the ability of EnKF in recovering the 
model states through a large number of data assimila-
tion cycles is demonstrated for the situations of insuf-
ficient resolution and the lack of low-level observa-
tions, due to the elevation and earth curvature effects. 
But clearly, such effects slow down the error reduc-
tion. 

As shown in Fig. 1, experiment W2I2 with a 
two degree beam width and two degree increments 
shows the worst results for a given radar position. 
Among the experiments with data on radials, N88d, 
which has a 1 degree beam width and 1 degree in-
crement, shows the best performance. Experiments 
W2I1 and W2I0.5, which over-sample by a factor of 
2 and 4, respectively, exhibit clearly improved results 
compared to W2I2, which does not perform oversam-
pling. This demonstrates the potential of using the 
over-sampling strategy for improving observation 
resolution and storm-analysis accuracy. It should be 
noted that this performance is obtained when W2I1 
and W2I0.5 start their first elevation at 1 degree, 
while N88d starts at 0.5°. Therefore N88d not only 
has the benefit of narrow beams, but also the benefit 
of being able to cover lower levels directly. The 1° 
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first level is dictated by the 2° beam width. An eleva-
tion lower than half of the beam width should be 

avoided to avoid excessive ground cluster.
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Fig. 2. Horizontal cross sections of reflectivity at 6 km above ground, for the truth  (a-d), and    
and  experiment 100M2I1 (e-h), at 40, 60, 80 and 100 min. Contour interval is 10 dBZ. 
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Fig. 3. As Fig. 2 but for vertical velocity. Contour interval is 7 ms-1. 
 
However, W2I0.5, which uses over-sampling with 

a 0.5° angular increment in both azimuth and eleva-
tion directions and therefore 4 times as many obser-
vations, does not show clear and consistent improve-
ments over the results of W2I1,,though,rms errors of 
the former are normally smaller than those of the lat-
ter at least at the end of data assimilation. An excep-
tion is results of experiments with radar located at (-
100, 0)km (Fig.1a), in which the ms errors of vertical 
velocity are larger than those of W2I1. Fig. 1a shows 
that at the end of data analysis, the results of 100-
W2I0.5 are worse than those of 100W2I1. These re-
sults indicate that for a given beam width and a given 

analysis grid resolution, there is a lower limit to the 
sampling increment, beyond which little additional 
gain is obtained. This is especially the case, when 
weather of interest is located far from the radar and 
the cross-beam resolution becomes coarse. 

From Fig. 1, by comparing experiments with 5- 
min volume scan interval to the benchmark experi-
ments, it is clear that, in addition to having larger rms 
errors at the end of data assimilation window, the rms 
errors decrease much slower during the early and 
intermediate assimilation cycles. These results show 
the benefit of faster volume scan, in accelerating the 
error reduction through assimilation cycles. For 
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newly developed thunderstorms that have not had 
radar data available for long, the faster volume scans 
means more accurate analysis in a shorter period of 
time, and more accurate predictions. Being able to 
perform faster volume scans, via, e.g., beam multi-
plexing (Yu et al. 2007), is a clear advantage of 
phased-array radars. Additional benefit is achieved by 
combining faster scans and spatial over-sampling. 

The differences between the vertical velocity rms 
errors of 40W2I1 and 60W2I1, and of 80W2I1 and 
100W2I1, are very small. Thus, only one from a cer-
tain pair of results  are plotted in Fig.1e. It should be 
noted that 100W2I2-HF, without over-sampling, 
shows almost no improvement over W2I2. 

  
4.  Discussion 
 

This work combines the promising EnKF data as-
similation method with a more realistic representation 
of radar sampling volume averaging in the radar ob-
servation operators in both the EnKF system and its 
companion emulator, to study the effects of different 
potential scanning strategies of PAR. In the prelimi-
nary work reported here, the advantages of over-
sampling and fast volume scans possible with the 
PAR are demonstrated.  

The present work is conducted under the condi-
tion of perfect model, in which the truth simulation 
and data analysis use identical prediction model.  The 
results obtained using perfect models tend to be over-
optimistic. The inclusion of model resolution and 
physics errors will be considered in our future studies, 
so will the use of higher analysis grid resolutions, 
which is likely to benefit more from the spatial over-
sampling. 
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