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ABSTRACT: Regional climate dynamical downscaling at convection-permitting resolutions is now practical and has the
potential to significantly improve over coarser-resolution simulations, but the former is not necessarily free of systematic
biases. The evaluation and optimization of model configurations are therefore important. Twelve simulations at a grid spac-
ing of 3 km using the WRF Model with different microphysics, planetary boundary layer (PBL), and land surface model
(LSM) schemes are performed over the Peruvian central Andes during the austral summer, a region with particularly com-
plex terrain. The simulated precipitation is evaluated using rain gauge data and three gridded precipitation datasets. All
simulations correctly capture four precipitation hotspots associated with prevailing winds and terrain features along the
east slope of the Andes, though they generally overestimate the precipitation intensity. The simulation using Thompson
microphysics, Asymmetric Convection Model version 2 (ACM2) PBL, and Noah LSM schemes has the smallest bias. The
simulated precipitation is most sensitive to PBL, followed by microphysics, and least sensitive to LSM schemes. The simu-
lated precipitation is generally stronger in simulations using the YSU rather than the MYNN and ACM2 schemes. All sim-
ulations successfully capture the diurnal precipitation peak time mainly in the afternoon over the Peruvian central Andes
and in the early morning along the east slope. However, there are significant differences over the western Amazon basin,
where the precipitation peak occurs primarily in the late afternoon. Simulations using YSU exhibit a 4-8-h delay in the pre-
cipitation peak over the western Amazon basin, consistent with their stronger and more persistent low-level jets. These re-
sults provide guidance on the optimal configuration of a dynamical downscaling of global climate projections for the
Peruvian central Andes.
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1. Introduction particularly complex terrain, such as regions over the Andes
in South America.

Many previous studies have indicated the added value of
higher-resolution RCMs over different climate zones, compared
to GCMs, lower-resolution RCMs, or even low-resolution rean-
alyses (e.g., Feser et al. 2011; Solman 2013; Torma et al. 2015;
Rummukainen 2016; Giorgi 2019; Ciarlo et al. 2020). For exam-
ple, Kanamitsu and Kanamaru (2007) showed the advantage of
a 10-km simulation in near-surface wind and temperature over
California from diurnal cycle to multidecadal trend compared

Due to constraints of computing resources, state-of-the-art
global climate models (GCMs) are still run at coarse grid
spacings (50-100 km at most) (Juckes et al. 2020). Such
resolutions are too coarse to resolve local-scale forcing
and weather. The parameterized precipitation simulation in
GCMs is generally poor (Giorgi 2019). Regional climate
model (RCM) simulations nested with GCMs or regional cli-
mate dynamical downscaling have become an important tool

to bring GCM resolutions to higher spatiotemporal resolu- . . .
tions and provide much more detail on local flows and climate to the NCEP-NCAR reanalysis at a grid spacing of ~200 km.

(e.g., Giorgi and Bates 1989; Leung et al. 2003; Giorgi 2006; Gao et al. (2006) demonstrated improvement in the simulation
Solrr;an 2013 Rummukainer; ot al. 2015: Sun e; al. 2016: H1; of East Asian precipitation when decreasing horizontal grid

et al. 2018; Ambrizzi et al. 2019; Giorgi 2019; Kendon et al. spacing from 360 to 45 km. Torma et al. (2015) found a sub-
stantial added value of RCMs at horizontal resolutions of 0.44°

(~50 km) and 0.11° (~12 km) for different metrics of precipi-
tation over the European Alps areas characterized by complex
terrain compared to the driving GCMs. Moufouma-Okia and
Jones (2015) showed improvements with increasing horizontal
resolutions with grid spacings from 150 to 12 km in rainfall
simulation over Africa. Lucas-Picher et al. (2017) highlighted
the added value of finer resolutions in the simulations of five
North American weather phenomena, including orographic
Corresponding author: Ming Xue, mxue@ou.edu precipitation and snow in the Rocky Mountains, the North

2021). Higher-resolution RCMs improve the representation
of lower boundary forcing, including those of complex topog-
raphy, land use and land cover, coastlines, and mesoscale
dynamical processes. Therefore, high-resolution RCMs are
even more important for climate studies over regions with
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American monsoon, snowbelts around the Great Lakes, wind
in the Saint Lawrence River valley, and the diurnal cycle of
precipitation over Florida and the Caribbean. Falco et al.
(2020) confirmed the added value of RCMs in simulating ex-
treme precipitation and mean surface temperature in South
America by six RCM simulations at a resolution of ~50 km
from the World Climate Research Programme (WCRP) Coor-
dinated Regional Downscaling Experiment (CORDEX;
Gutowski et al. 2016).

All aforementioned studies ran RCMs at grid spacings of
tens of kilometers, in which deep convection cannot be
resolved explicitly and has to be parameterized. The parame-
terization of convection is considered a major source of
uncertainty and has significant biases in RCM simulations of
precipitation (Prein et al. 2015, 2020; Giorgi 2019; Lucas-
Picher et al. 2021). In convection-permitting models (CPMs)
with horizontal grid spacings of a few kilometers (generally
<4 km), convection parameterization can be switched off,
and deep convection can develop explicitly. Many studies
have shown substantial improvements in precipitation simula-
tion of CPMs compared to convection-parameterized models
in different regions around the world, including Europe (e.g.,
Prein et al. 2013; Fosser et al. 2015; Berthou et al. 2020;
Fumiére et al. 2020; Lind et al. 2020), North America (e.g.,
Sun et al. 2016; Gao et al. 2017), Asia (e.g., Karki et al. 2017,
Zhu et al. 2018; Li et al. 2021), and Africa (e.g., Kouadio et al.
2020). Fosser et al. (2015) showed the performance of an
hourly intensity distribution and diurnal cycle of precipitation
in southwestern Germany is significantly improved in the
2.8-km RCM simulations compared to the 50- and 7-km RCM
simulations. Sun et al. (2016) showed that the 4-km convection-
permitting simulation of summer precipitation over the Great
Plains in the United States outperforms the simulation at a
25-km grid spacing in the extreme precipitation magnitude
and precipitation diurnal cycle, benefiting from the more
realistic simulations of the low-level jet and related atmo-
spheric circulations in the 4-km run. Gao et al. (2017) exam-
ined simulations of summer precipitation over the conterminous
United States at grid spacings of 36, 12, and 4 km and also
found the 4-km convection-permitting simulations most skill-
fully reproduced the spatial distributions and diurnal cycle of
the observed precipitation. Zhu et al. (2018) showed that
forecasts at a 4-km grid spacing over China during the sum-
mer season outperformed global model forecasts in terms
of spatial distribution, intensity, and diurnal variation of
precipitation. These improvements of CPMs in precipitation
simulation can be attributed to better-resolved land surface
conditions, explicit representation of convection, and more
realistic representation of local- and mesoscale dynamics
(Prein et al. 2013; Sun et al. 2016; Zhu et al. 2018). For these
reasons, convection-permitting RCM simulations have been
increasingly used whenever computational resources allow
(e.g., Prein et al. 2015; Liu et al. 2017; Stratton et al. 2018;
Kendon et al. 2019; Chan et al. 2020; Coppola et al. 2020;
Fosser et al. 2020; Guo et al. 2020; Lind et al. 2020; Prein
et al. 2020).

Weather and climate in South America are strongly
influenced by the complex Andes topography and synoptic
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features such as the South American low-level jet (SALLJ;
Marengo et al. 2002; Vernekar et al. 2003; Vera et al. 2006;
Salio et al. 2007; Romatschke and Houze 2010; Mohr et al.
2014; Rasmussen and Houze 2016; Jones 2019; Montini et al.
2019; Chavez et al. 2020; Poveda et al. 2020). The rising and
withdrawing of the nocturnal SALLJ with high instability and
abundant moisture trigger the extreme austral summer con-
vection on the east slope and foothills of the central Andes,
respectively (Romatschke and Houze 2010; Chavez et al.
2020). To date, there have been numerous RCM simulations
conducted in South America (e.g., Roads et al. 2003;
Vernekar et al. 2003; Marengo et al. 2010; Solman 2013;
Gutowski et al. 2016; Ambrizzi et al. 2019; Martinez et al. 2019;
Solman and Blazquez 2019; Zaninelli et al. 2019; Avila-Diaz
et al. 2020; Falco et al. 2020; Chimborazo and Vuille 2021;
Hodnebrog et al. 2022; Martinez et al. 2022; da Silva et al.
2023). However, almost all these RCM simulations were
performed at grid spacing of tens of kilometers, and few
convection-permitting RCM simulations have been conducted
over South America (e.g., Schumacher et al. 2020; Bettolli et al.
2021; Lavin-Gullon et al. 2021; Junquas et al. 2022). Bettolli
et al. (2021) examined four convection-permitting RCM simu-
lations and four statistical downscaling models in simulating
daily extreme precipitation events in southeastern South
America in the warm season from October 2009 to March 2010
and found that most models are able to capture the selected ex-
treme events, despite a large spread in accumulated values and
the location of heavy precipitation among the models, which
was also indicated by Lavin-Gullon et al. (2021). Hodnebrog
et al. (2022) downscaled three GCMs to 50-km horizontal grid
spacing over South America and to 10-km grid spacing for cen-
tral Chile, Peru, and southern Brazil and found that increasing
the model resolution could produce a different sign for precipi-
tation trend projections for Peru and southern Brazil. They
suggested that an ensemble of CPM simulations is necessary to
increase the reliability of precipitation projection for Peru and
southern Brazil, where convective precipitation is dominant.
Schumacher et al. (2020) found that a 3-km simulation achieves
a better performance of precipitation as elevation increases,
most likely due to the better-resolved topography in the central
Andes of Chile and Argentina. Some short-period modeling
studies (e.g., Mourre et al. 2016; Moya-Alvarez et al. 2019;
Paccini and Stevens 2023) also emphasized the added value of
convection-permitting resolutions in improving precipitation
simulations across various regions in Peru and over the Amazon
basin. Supported by funding from Universidad Nacional de San
Agustin de Arequipa, Arequipa, Peru, this project seeks to per-
form future climate projections for Peru and the surrounding re-
gions at a 3-km grid spacing based on the Weather Research
and Forecasting (WRF) Model (Skamarock et al. 2019) to exam-
ine projected changes in high-impact weather events in the Peru-
vian central Andes region (Poveda et al. 2020). Before actually
conducting future climate simulations over decadelong periods,
we want to evaluate and optimize the configurations of the
model for the region.

Convection-permitting simulations of precipitation are
strongly influenced by physics parameterizations, including
microphysics (MP), planetary boundary layer (PBL), and
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FIG. 1. (a) The model domain configuration (color-shaded fields represent terrain elevation; m). (b) Terrain eleva-
tion in the 3-km domain with rain gauge locations marked by red dots. The blue rectangle indicates the study area in

this study.

land surface model (LSM) schemes (e.g., Zhu and Xue 2016;
Feng et al. 2018; Guo et al. 2019; He et al. 2019; Huang et al.
2020; Kouadio et al. 2020; Taraphdar et al. 2021; Gonzalez-
Roji et al. 2022). Gonzélez-Roji et al. (2022) examined the
sensitivity of precipitation over southern Peru to physics pa-
rameterization schemes in WRF, version 3.8.1; however, very
limited physics schemes and combinations were tested in their
study. As the first step to conduct a long-term convection-
permitting regional climate simulation, a series of 2-month
convection-permitting simulations using different physics
parameterization schemes are performed over the Peruvian
central Andes during the austral summer using the planned
nested grid configuration. It should be noted that initially a
configuration using Thompson MP, Yonsei University (YSU)
PBL, and Noah LSM schemes based on previous studies was
used to make a 10-yr simulation over 2010-19. It was found
that precipitation was significantly overpredicted (Chen et al.
2022), which also motivated this study to compare configurations
using combinations of different MP, PBL, and LSM schemes.
The main objective of this study is to evaluate the performance
of WRF-based CPMs in simulating precipitation over the Peru-
vian central Andes by comparing them with available best ob-
servational data. The results of this study will provide guidance
on the optimal configuration of CPMs for future climate dynam-
ical downscaling for the Peruvian central Andes region.

The rest of this paper is organized as follows. Section 2 de-
scribes the model and experiment setup and observational
data used for evaluation. Section 3 presents and discusses the
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precipitation evaluation results. A summary is presented in
section 4.

2. Method and data
a. Model setup

The WRF Model, version 4.2.1 (Skamarock et al. 2019), is
used. Hourly data from the fifth major global reanalysis pro-
duced by the European Centre for Medium-Range Weather
Forecasts (ERAS); (Hersbach et al. 2020) are used for initial
and boundary conditions for the simulations. Two one-way
nested domains at 15- and 3-km horizontal grid spacings are
used, which cover the entire South American and Peruvian
central Andes regions, respectively (Fig. 1a). Both domains
use 61 stretched vertical levels topped at 20 hPa. A spectral
nudging technique (Miguez-Macho et al. 2004) is applied to
the outer 15-km domain to maintain large-scale circulations.
The spectral nudging configurations are similar to those in Hu
et al. (2018). The nudging variables include horizontal wind
components, temperature, moisture, and geopotential height
above PBL height. Nudging wavenumbers of 5 and 3 in the
zonal and meridional directions, respectively, and a nudging
coefficient of 3 X 1075 s~ ! are adopted throughout the simu-
lation period. The simulations cover 2 months (January and
February 2019) during the austral summer, with the first
month treated as the spinup period mainly for land surface
models. Limited by computational resources, the simulations
cannot span multiple years. Based on the assumption that the
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TABLE 1. Physics parameterization schemes in the 12 sensitivity

experiments.

Experiment MP PBL LSM
THOM_YSU_Noah THOM YSU Noah
THOM_YSU_NoahMP THOM YSU NoahMP
THOM_YSU_CLM THOM YSU CLM
THOM_MYNN_Noah THOM MYNN  Noah
THOM_MYNN_NoahMP THOM MYNN  NoahMP
THOM_ACM?2_Noah THOM ACM2 Noah
THOM_ACM2_NoahMP THOM ACM2 NoahMP
THOMA_YSU_Noah THOMA  YSU Noah
WSM6_YSU_Noah WSM6 YSU Noah
WSM6_MYNN_Noah WSMé6 MYNN  Noah
MORR_YSU_Noah MORR YSU Noah
MORR_MYNN_Noah MORR MYNN  Noah

relative performance for precipitation can be revealed by sim-
ulations over a couple of months in the rainy season, we
choose to run over 2 months from January to February, which
are the climatological peak months of precipitation during the
austral summer (Mohr et al. 2014; Espinoza et al. 2015).

The combinations of MP, PBL, and LSM schemes of the 12
sensitivity experiments examined in this study are listed in Ta-
ble 1. The MP schemes include the Thompson scheme
(THOM; Thompson et al. 2008), Thompson aerosol-aware
scheme (THOMA; Thompson and Eidhammer 2014), WRF
single-moment 6-class (WSM6) scheme (Hong and Lim
2006), and Morrison 2-moment scheme (MORR; Morrison
et al. 2009). The PBL schemes include the YSU scheme
(Hong and Lim 2006), Mellor-Yamada—Nakanishi-Niino
(MYNN) level 2.5 scheme (Nakanishi and Niino 2009), and
Asymmetric Convection Model version 2 (ACM2) scheme
(Pleim 2007). The LSM schemes include the unified Noah
LSM (Noah; Ek et al. 2003), Noah multiple-physics LSM
(NoahMP; Niu et al. 2011), and Community Land Model
(CLM) version 4 (Lawrence et al. 2011). Other physics para-
meterizations are the same among the sensitivity experiments,
including the revised MMS Monin-Obukhov surface layer
scheme (Jiménez et al. 2012) and the Rapid Radiative Trans-
fer Model for GCMs (RRTMG) longwave and shortwave
radiation schemes (Tacono et al. 2008). The Tiedtke cumulus
parameterization scheme (Tiedtke 1989) is used only for the
15-km domain.

b. Observational data

Three gridded global precipitation datasets, including
half-hourly Integrated Multi-satellitE Retrievals for GPM
(IMERG) at a horizontal resolution of 0.1° X 0.1° (Huffman
et al. 2019), half-hourly NOAA Climate Prediction Center
(CPC) morphing technique (CMORPH) global precipitation
analyses at a horizontal grid spacing of ~8 km (Joyce et al.
2004), and 3-hourly Multi-Source Weighted-Ensemble Precip-
itation (MSWEP) version 2 at a horizontal resolution of
0.1° X 0.1° (Beck et al. 2019), are used for the evaluation of
simulated monthly and diurnal precipitation. IMERG incor-
porates a monthly gauge analysis product produced by the
Global Precipitation Climatology Centre (GPCC) at a grid
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spacing of 1° (Huffman et al. 2019), and MSWEP uses daily
observations from gauges worldwide to determine the merg-
ing weights, calculate the wet-day biases for the reanalyses,
and correct the precipitation estimates near gauge stations
(Beck et al. 2019). However, gauge stations used by IMERG
and MSWEDP are very sparse in our study region (Huffman
et al. 2019; Beck et al. 2019). CMOPRH does not blend rain-
fall station gauge data into its estimates (Joyce et al. 2004).
The monthly precipitation data of about 400 rain gauge sta-
tions in Peru (Fig. 1b) (Aybar et al. 2020) are also used for
the evaluation of global precipitation datasets and simulated
precipitation. Due to the limited spatial coverage and coarse
temporal resolutions of rain gauge data, evaluations of the
spatial distribution and diurnal cycle of precipitation are
mainly based on the global precipitation datasets.

For the comparison among the precipitation datasets at dif-
ferent resolutions, CMORPH, MSWEDP, and the simulated pre-
cipitation fields are regridded to the IMERG grid (0.1° X 0.1°)
by using the “patch recovery” technique (Sun et al. 2016).

¢. Evaluation metrics
The mean bias (MB) is used to examine the mean error,

given by

1
Nz

M=

MB = — Y(M, - 0,), 1)

where N is the total number of samples and M and O represent
simulations and observations, respectively.

The root-mean-square error (RMSE) is selected to examine
the average magnitude of the simulation errors, which is

1& )
RMSE = +|= 2. (M. — 0, )
Ni:1 i i

To characterize the variation/shape of the distribution for a
given variable, the Taylor skill score (TSS) (Taylor 2001) is
adopted and given by

41+ R)

(a, + Ul)z(l + R,)

r

TSS =

, ®)

where o, is the normalized standard deviation given by simu-
lated root-mean-square (RMS) divided by the observed
RMS, R is the correlation coefficient, and Ry is the maximum
correlation attainable, which is set to 1. Thus, if the correla-
tion coefficient and normalized standard deviation are 1,
TSSis 1.

3. Results
a. Monthly precipitation

The mean daily precipitation of the three precipitation
products and simulations in February 2019 is shown in Fig. 2
to examine the spatial distribution characteristics. Similar
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FIG. 2. Monthly precipitation (shaded; mm day ") of (a)~(c) precipitation products and (d)-(0) WRF simulations
using different physics schemes in February 2019. The black contour in each panel represents 1-km terrain elevation.
The white rectangle in each panel indicates the region for the Hovmoéller diagram in Fig. 7.

results were found in January 2019, although this is treated as
the spinup period. Thus, results in February 2019 are dis-
cussed in detail here. There are four precipitation hotspots
along the east slope of the Peruvian central Andes (marked
by numbers in white in Fig. 2), although there exists a differ-
ence in precipitation intensity among the three precipitation
products (Figs. 2a—c). The four hotspots are all near the
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notches of terrain, indicating that terrain plays an important
role in producing these hotspots, which was also indicated in
previous studies (e.g., Mohr et al. 2014; Espinoza et al. 2015;
Chavez and Takahashi 2017; Junquas et al. 2018). Precipita-
tion data from IMERG and MSWEP are closer to each other
in terms of precipitation distribution and intensity over the
western Amazon basin to the east of the Peruvian central
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Andes (Figs. 2a,c). All simulations successfully capture the
four precipitation hotspots. However, they overestimate their
intensity compared to IMERG and MSWEP, with the maxi-
mum precipitation intensity being generally over 16 mm day
(Fig. 2). The mean daily precipitation over the entire western
Amazon basin is larger than 16 mm day ' in the simulations
using the YSU PBL scheme combined with different MP and
LSM schemes (Figs. 2d—fk,1,n), while both those in IMERG
and MSWEP are less than 16 mm day ' in this region
(Figs. 2a,c). This means that no matter what MP or LSM
schemes are used, simulations using the YSU PBL scheme
tend to produce larger mean daily precipitation. The MYNN
PBL scheme (Figs. 2g,h,m,0) simulates a smaller area, and the
ACM2 PBL scheme (Figs. 2d-fk,1n) simulates an even
smaller area, with precipitation over 16 mm day ™! in the west-
ern Amazon basin. Therefore, among the MP, PBL, and LSM
schemes tested in this study, WRF simulations of total precipi-
tation are the most sensitive to the PBL scheme, followed by
the MP scheme, and least sensitive to the LSM scheme
(Figs. 2d-o). It should be noted that the findings regarding the
sensitivity of WRF simulations of total precipitation are based
on the schemes tested in this study, which may not cover all
possible configurations.

In February 2019, compared to the rain gauge data (mean
daily precipitation of ~5.25 mm day '), IMERG and CMORPH
generally underestimate the mean daily precipitation, with mean
biases of —1.70 and —1.90 mm day !, respectively (Figs. 3a,b),
while MSWEP generally has a positive bias, with a mean bias
of 0.29 mm day~! (Fig. 3c). Among the three precipitation
products (Figs. 3a-c), MSWEP has the smallest RMSE of
2.08 mm day !, while RMSEs in IMERG and CMORPH are
2.87 and 3.80 mm day ! respectively. Thus, the precipitation
of MSWERP is closer to rain gauge data than those of IMERG
and CMORPH. All simulations generally overestimate
precipitation (Figs. 3d-o), with the smallest mean bias of
0.49 mm dayf1 and RMSE of 2.85 mm day71 in THOM_ACM2_
Noah (Fig. 3i) and the largest mean bias of 3.92 mm day ' and
RMSE of 6.00 mm day ™! in THOMA_YSU_Noah (Fig. 3k).

To quantify the differences, TSS as a function of the rela-
tive mean (simulated mean divided by referenced mean) and
mean bias as a function of the RMSE of simulated mean daily
precipitation in February 2019 relative to IMERG, CMORPH,
and MSWEP, respectively (Fig. 4), are examined. The results
based on IMERG and MSWEP are similar to each other, while
they are more different from those based on CMORPH. As
discussed above, IMERG and MSWEP are more reliable
than CMORPH; therefore, our further discussions are mainly
based on MSWEP. Among all simulations, THOM_ACM?2_
Noah has the highest TSS (~0.76), and its relative mean is
close to 1 (Fig. 4a). Meanwhile, THOM_ACM?2_Noah has the
lowest RMSE (~4.4 mm day™ '), and its mean bias is near 0
(Fig. 4b). Therefore, based on these metrics, THOM_ACM?2_
Noah is generally better than the other simulations. Changing
the LSM to NoahMP, the TSS, bias, and RMSE in THOM_
ACM2_NoahMP are changed slightly to ~0.73, approxi-
mately —0.25, and ~4.8 mm day !, respectively (Fig. 4).
However, changing the PBL scheme, the TSS, bias, and RMSE
are changed significantly to ~0.55, ~4.8, and ~8.0 mm dayfl,
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respectively, in THOM_YSU_Noah and to ~0.68, ~2.3, and
~5.6 mm day~ !, respectively, in THOM_MYNN_Noah (Fig. 4).
When changing the MP scheme, the ranges of TSS, bias, and
RMSE are ~0.13 (0.42-0.55), ~3.4 (4.8-8.2), and ~3.5 (8.0-11.5)
mm day !, respectively, among the simulations of THOM_YSU_
Noah, THOMA_YSU_Noah, WSM6_YSU_Noah, and MORR _
YSU_Noah. Their ranges are ~0.03 (0.67-0.70), ~1.2 (1.9-3.1),
and ~0.7 (5.3-6.0) mm day ', respectively, among the simulations
of THOM_MYNN_Noah, WSM6_MYNN_Noah, and MORR _
MYNN_Noah. They are all smaller than the ranges of changing
the PBL scheme, which are ~0.21 (0.55-0.76), ~4.8 (0.0-4.8),
and ~3.6 (4.4-8.0) mm day ', respectively, among the simula-
tions of THOM_YSU_Noah, THOM_MYNN_Noah, and
THOM_ACM?2_Noah. Therefore, based on these objective
metrics, simulations are more sensitive to the PBL scheme
among the schemes tested in this study, and the simulation of
THOM_ACM2_Noah is the closest to precipitation products
IMERG and MSWEP.

b. Diurnal cycle of precipitation

Figure 5 shows the precipitation peak time calculated from
the hourly precipitation of IMERG, CMORPH, and simula-
tions using different physics schemes in February 2019. The
average diurnal precipitation in the mountain, foothill, and
plains regions are displayed in Fig. 6. Because MSWEP is
3-hourly average precipitation, and it cannot accurately depict
the precipitation peak (Fig. 6), it is not included in Fig. 5. Al-
though there are differences in precipitation intensity be-
tween IMERG and CMORPH (Figs. 2a,b), their precipitation
peak times are very consistent with each other (Figs. 5a,b).
Previous studies (e.g., Dezfuli et al. 2017; O and Kirstetter
2018; Tan et al. 2019; Watters and Battaglia 2019; de Sousa
Afonso et al. 2020) have demonstrated that IMERG has the
ability to accurately capture the diurnal cycle of precipitation
in different regions, including South America. Over the Peru-
vian central Andes for terrain elevation higher than 1 km, the
precipitation peak time is mainly in the afternoon during
~1400-1900 LST (Figs. Sa,b). The average precipitation peak
in the mountain region is at about 1600 LST, with ~0.47 and
~033 mm h™! in IMERG and CMORPH, respectively
(Fig. 6a). Along the east slope of the Peruvian central Andes
for terrain elevations less than 1 km, the precipitation peak
time is mainly in the early morning (~0000-0600 LST)
(Figs. 5a,b, 6b). Over the western Amazon basin to the east of
the Peruvian central Andes, the precipitation peak time is
mainly during ~1100-1700 LST (Figs. 5a,b), with the maxi-
mum average precipitation of ~0.84 and ~0.80 mm h™! in
IMERG and CMORPH, respectively (Fig. 6¢). The simulations
successfully capture the precipitation peak time over the
Peruvian central Andes and also along the east slope (Figs. Sc—n),
with their precipitation peak times basically in the same time
periods as those of IMERG and CMORPH. However, all sim-
ulations overestimate the precipitation intensity in these peri-
ods, with the simulations using the ACM2 PBL scheme being
closer to IMERG (Figs. 6a,b). There exist larger differences in
the simulated precipitation peak time over the western
Amazon basin compared to the observed time (Fig. 5). In the
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FIG. 3. Monthly precipitation biases [difference between (a)-(c) precipitation products or (d)-(o) WRF simulations in the 3-km
domain using different physics schemes and the rain gauge data; mm day '] in February 2019. The RMSE and MB along with the
number of samples in parentheses are given in each panel. The black contour in each panel represents 1-km terrain elevation.
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FIG. 4. Scatterplots of (a) TSS as a function of relative mean (simulated mean divided by referenced mean) and
(b) bias (mm day ') as a function of RMSE (mm day ') of simulated monthly precipitation in February 2019 relative
to IMERG (red), CMORPH (blue), and MSWEP (green), respectively.

simulations using the YSU PBL scheme (except MORR_
YSU_Noah), the precipitation peak time in the region 8°-
11°S, 67°~70°W over the western Amazon basin is delayed by
about 4-8 h compared to those of IMERG and CMORPH
(Figs. 5a-e,j.k,m), and their averaged precipitation has two
peaks at ~1300 and ~0200 LST (Fig. 6¢). The precipitation at
the latter peak can be reduced when using other PBL schemes,
especially the ACM2 scheme (Fig. 6¢); thus, the delay bias in
the simulated precipitation peak time can also be reduced
(Figs. 5f-i,1,n).

To examine the evolution of diurnal precipitation in the re-
gion with a larger bias over the western Amazon basin, Hov-
moller diagrams of precipitation from IMERG, CMORPH,
and simulations using different physics schemes in February
2019 are created and shown in Fig. 7. The precipitation evolu-
tions between IMERG and CMORPH are very consistent
with each other (Figs. 7a,b). Precipitation over the Andes for
terrain elevations higher than 2 km (~78°-76°W) mainly
starts at ~1600 UTC (1100 LST) and ends at ~0800 UTC
(0300 LST) the next day (Figs. 7a,b). At the east slope and
foothills of the Andes for terrain elevations lower than 2 km
(~76°~74°W), precipitation has a peak between 0800 and
1200 UTC (0300 and 0700 LST) (Figs. 7a,b), which is consis-
tent with that shown in Figs. 5a and 5b. Over the western
Amazon basin (~74°-66°W), precipitation is mainly during
~1500-2400 UTC (1000-1900 LST) and can be extended to
0800 UTC (0300 LST) the next day for the region between
72° and 68°W, with the peak at around 2100 UTC (1600 LST)
(Figs. 7a,b). All simulations basically capture the main precip-
itation period over the Andes, at the east slope and foothills
of the Andes, and over the western Amazon basin (Figs. 7c—n);
however, the simulated precipitation intensities are overestimated,
especially for the simulations using the YSU PBL scheme, with
large areas of precipitation > 1.4 mm h™'. The precipitation
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peak in the region between 70° and 66°W is mainly within
0000-1200 UTC (1900-0700 LST) in the simulations using
the YSU PBL scheme, except for in MORR_YSU_Noah
(Figs. 7c—e,j,k,m), where it is different from those of IMERG
and CMORPH (Figs. 7a,b). This bias can be reduced in
simulations using other PBL schemes, especially the ACM2
scheme (Figs. 7f—i,l,n). Generally, the precipitation evolution
and intensity in THOM_ACM?2_Noah are closer to those in
IMERG than those in other simulations. These results are con-
sistent with those shown in Figs. 2 and 5.

Opverall, through the subjective and objective evaluations of
monthly and diurnal precipitation, all simulations generally
capture the main characteristics of observations, while they
generally overestimate the precipitation amount, especially in
complex terrain regions, which is similar to previous CPM
studies in different regions, such as East Asia (Guo et al.
2019; Gao et al. 2020; Li et al. 2020; Yun et al. 2020), the
European region (Kendon et al. 2012; Ban et al. 2014;
Adinolfi et al. 2021), West Africa (Berthou et al. 2019), and
the Andes region (Mourre et al. 2016; Moya-Alvarez et al.
2019; Junquas et al. 2022). However, in the United States,
there is a general dry bias over the central and southeast
plains and a positive precipitation bias over the Rockies dur-
ing the boreal warm season (Sun et al. 2016; Liu et al. 2017,
Gensini et al. 2023). In the meanwhile, the simulation results
in this study are more sensitive to the PBL scheme than
the MP and LSM schemes. This is similar to the results of
Kouadio et al. (2020), which revealed a stronger impact of
PBL than MP, with a better performance of the ACM2 non-
local PBL scheme when simulating rainfall distribution over
the Guinean coast and surroundings. Meroni et al. (2021)
found the PBL scheme has a greater impact than MP on the
structure and distribution of heavy rainfall on the African
continent. Prein et al. (2022) also indicated mesoscale
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FIG. 5. Precipitation peak time (shaded; LST) calculated from (a) IMERG, (b) CMORPH, and (c)-(n) WRF simulations using
different physics schemes in February 2019. The white contour in each panel represents 1-km terrain elevation. The blue polygons
in each panel indicate the regions for diurnal precipitation calculation shown in Fig. 6, and terrain height in the study region is shown
in the top-right panel. The black rectangles in each panel indicate the regions for Figs. 9 and 10.
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FIG. 6. Averaged diurnal precipitation (mm h™') in the (a) mountain, (b) foothill, and
(c) plains regions shown in Fig. 5 from IMERG, CMORPH, MSWEP (3-hourly mean), and
WREF simulations using different physics schemes in February 2019.

convective systems in the central United States are more
sensitive to MP, while PBL schemes are more influential in
Brazil. Thus, differences among the simulations using differ-
ent PBL schemes are further investigated in the next section.

c¢. Differences in PBL schemes

To examine the differences in the simulations due to using
different PBL schemes, three simulations, that is, THOM_
YSU_Noah, THOM_MYNN_Noah, and THOM_ACM?2_
Noah, which differ only in the PBL scheme used, are selected
for further analysis. Because the low-level wind field is crucial
to moisture transport and convection triggering, mean wind
vectors at 925 hPa from ERAS and the difference between
the three simulations and ERAS in February 2019 are dis-
played in Figs. 8a(1)-d(1). From mean winds in Fig. 8a(1),
northerly winds prevail at 925 hPa along the Andes. The pre-
vailing northerly winds combined with the notches of terrain
result in the four precipitation hotspots along the Andes
(Fig. 2). The differences in mean winds between simulated
and ERAS5 winds [Figs. 8b(1)-d(1)] are smaller than 1 m s,
indicating the simulated mean winds in THOM_YSU_Noabh,
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THOM_MYNN_Noah, and THOM_ACM?2_Noah are consis-
tent with ERAS. Our preliminary tests (not shown) indicate
that this is mainly associated with the spectral nudging used
in the 15-km domain, which makes simulated large-scale cir-
culations consistent with those of ERAS.

From the diurnal deviation wind vectors shown in
Figs. 8a(2)-d(2), the simulations capture the evolution of devi-
ation wind vectors well, which is consistent with ERAS, while
the amplitudes of deviation winds are relatively large in the
simulations, especially in THOM_YSU_Noah. The evolution
of daily deviation winds can mostly be explained by the Black-
adar inertial oscillation theory (Blackadar 1957), which is
closely tied to boundary layer mixing and therefore influenced
by the choice of PBL scheme. The critical roles of boundary
layer inertial oscillations in producing nighttime/early morn-
ing precipitation in the rainy season in different regions have
been demonstrated, such as in the Asian monsoon region
(Xue et al. 2018; Zhang et al. 2019; Chen 2020), the Great
Plains of the United States (Higgins et al. 1997; Trier et al.
2010), and east of the Andes (Saulo et al. 2000; Vernekar et al.
2003; Nicolini and Skabar 2011).
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Precip Hovmoller diagram in 201902
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FIG. 7. Hovméller diagrams of diurnal precipitation (shaded; mm h™!) for the region marked by the white rectangle shown in Fig. 2
from (a) IMERG, (b) CMORPH, and (c)-(n) WRF simulations using different physics schemes in February 2019. The black curve in each
panel represents meridionally averaged terrain elevation (km) in the region marked by the white rectangle shown in Fig. 2. The left y axis is
for the Hovmoller diagram and represents the time in UTC outside the parentheses and in the approximate LST (LST = UTC — 5 h, based
on the longitude of 75°W) in the parentheses. The right y axis is for the terrain elevation.

From 1500 to 2100 UTC (1000-1600 LST), the deviation [Figs. 8a(2)-d(2)]. It means that using different PBL schemes
wind vectors have a large change in terms of direction and for simulations can lead to differences in boundary layer verti-
magnitude, especially over the western Amazon basin. The cal mixing and then the evolution of large-scale wind fields,
southerly deviation winds over the western Amazon basin at  which influences the convergence of low-level winds in terms
2100 UTC (1600 LST) are in the opposite direction to the of both intensity and spatial distribution. From the 925-hPa
mean winds, which reduces the full winds. This is associated  wind divergence at 0300 UTC (2200 LST) [Figs. 8a(2)-d(2)],
with daytime boundary layer mixing. The magnitudes of devi-  there are larger areas with wind convergence (divergence of
ation winds at 2100 UTC (1600 LST) are the largest in less than —1 X 107> s™!) in THOM_YSU_Noah, which mainly
THOM_YSU_Noah, followed by THOM_MYNN_Noah, and covers the region of 10°-8°S, 70°-66°W, over the western
are the smallest in THOM_ACM?2_Noah. The magnitudes Amazon basin. This can induce stronger and longer-lasting
of deviation winds in THOM_ACM?2 Noah are closer to precipitation, which partially explains the stronger monthly
ERAS than THOM_YSU_Noah and THOM_MYNN_Noah and diurnal precipitation intensity and delayed precipitation
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FI1G. 8. [a(1)] Mean wind vectors at 925 hPa from ERAS and difference between the simu-
lations and ERAS5 (WRF — ERAS) for [b(1)] THOM_YSU_Noah, [c(1)] THOM_MYNN_
Noah, and [d(1)] THOM_ACM?2 Noah in February 2019, respectively. Deviation wind
vectors (differences from daily mean wind vectors) at 925 hPa at 1500 UTC (1000 LST at
75°W; red), 2100 UTC (1600 LST; blue), 0300 UTC (2200 LST; black), and 0900 UTC
(0400 LST; green) in February 2019 for [a(2)] ERAS, [b(2)] THOM_YSU_Noah,
[c(2)] THOM_MYNN_Noah, and [d(2)] THOM_ACM?2_Noabh, respectively. The orange
dotfilled areas in [b(1)]-{d(1)] indicate the regions with 925-hPa wind speed differences
less than 1 m s~ *. The orange dot—filled areas in [a(2)]-[d(2)] indicate the regions with
925-hPa wind divergence less than —1 X 107> s~ ! at 0300 UTC (2200 LST). The magenta
contour in each panel represents 1-km terrain elevation.
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FI1G. 9. Vertical cross sections of meridionally averaged equivalent potential temperature (6,, K, blue contours in 2-K intervals), rainwa-
ter mixing ratio (Q,; shaded; g kg™ '), and wind vectors (1, w X 20) for the region of 10°-8°S, 78°~64°W shown in Fig. 5 at [a(1)]-[c(1)]
1500 UTC (1000 LST), [a(2)]-[c(2)] 2100 (1600 LST), [a(3)]-[c(3)] 0300 (2200 LST), and [a(4)]-[c(4)] 0900 UTC (0400 LST) in (left)
THOM_YSU_Noah, (center) THOM_MYNN_Noah, and (right) THOM_ACM?2_Noah in February 2019. The gray shaded area in each
panel represents the missing value due to the terrain.

peak time over the western Amazon basin in THOM_YSU_
Noah (as seen in Figs. 2, 5, and 7). This convergence is
weaker in THOM_MYNN_Noah and THOM_ACM?2_Noah
[Figs. 8¢(2),d(2)], which partially explains the weaker precipi-
tation over the western Amazon basin during 0000-1200 UTC

(1900-0700 LST) (Fig. 7).

To examine the differences in vertical dynamic and ther-
modynamic structures, the vertical cross sections of meridi-
onally averaged and zonally averaged equivalent potential
temperatures (6,), the rainwater mixing ratio (Q,), and wind vec-
tors are shown in Figs. 9 and 10, respectively. At 1500 UTC
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(1000 LST), the vertical gradient of 6, is larger in THOM_YSU_
Noah and THOM_MYNN_Noah than in THOM_ACM2_
Noah, where 0, increases from 344 to over 352 K from 2 km to
the surface in THOM_YSU_Noah and THOM_MYNN_Noah,
while it increases from 344 to ~350 K in THOM_ACM?2_Noah

[Figs. 9a(1)—c(1), 10a(1)—c(1)]. Therefore, more warm, moist

Unauthenticated |

energy exists in the lower levels in THOM_YSU_Noah and
THOM_MYNN_Noah than in THOM_ACM2_Noah. The
horizontal winds in the upper levels are mainly easterly
[Figs. 9a(1)—c(1)], while the horizontal winds in the lower
levels are dominated by northerly winds [Figs. 10a(1)—c(1)].
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Cross sections of 6, Qr, (v,w*20) in 201902
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FI1G. 10. Vertical cross sections of zonally averaged equivalent potential temperature (6,; K; blue contours in 2-K intervals), rainwater
mixing ratio (Q,; shaded; g kg '), and wind vectors (v, w X 20) for the region of 18°-6°S, 70°~68°W shown in Fig. 5 at [a(1)]-[c(1)]
1500 UTC (1000 LST), [a(2)]-[c(2)] 2100 UTC (1600 LST), [a(3)]-[c(3)] 0300 (22 LST), and [a(4)]-[c(4)] 0900 UTC (0400 LST) in
(left) THOM_YSU_Noah, (center) THOM_MYNN_Noah, and (right) THOM_ACM?2_Noah in February 2019. The gray shaded area in
each panel represents the missing value due to the terrain.

The Q, over the western Amazon basin is larger in THOM_  [Figs. 10a(2)-c(2)] compared to at 1500 UTC (1000 LST)
YSU_Noah, where it can be over 0.08 g kg™ !, followed by [Figs. 10a(1)—c(1)], which is mainly associated with the day-
THOM_MYNN_Noah, and least in THOM_ACM2 Noah time vertical mixing process (consistent with those shown in
[Figs. 9a(1)-c(1)], consistent with the differences in precipita- Fig. 8). The Q, in THOM_YSU_Noah is larger than that in
tion among the three simulations (Figs. 7c.f,h). THOM_MYNN_Noah, resulting in stronger precipitation
At 2100 UTC (1600 LST), 6, in the lower levels increases  (Fig. 7c).
in all three simulations, to over 354 K near the surface in From 0300- to 0900 UTC (2200-0400 LST), there are
THOM_YSU_Noah and THOM_MYNN_Noah and to ~352 K more obvious convergences of u and v winds below 4 km
in THOM_ACM2_Noah [Figs. 9a(2)—(2), 10a(2)—(2)], which is and more warm, moist energy release in THOM_YSU_Noah
mainly associated with solar radiative heating in the daytime. [Figs. 9a(3),(4), 10a(3),(4), 8b(2)], associated with a faster
The low-level v winds weaken at 2100 UTC (1600 LST) decrease of 6., especially in the region of 10°-8°S, 70°-66°W.
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FIG. 11. Time-height sections of averaged [a(1)]-[a(3)] horizontal wspd (m s~ ), [b(1)]-[b(3)] potential temperature (6; K), and [c(1)]-[c(3)]
specific humidity (g,; g kg™ ') in the region of 10°-8°S, 70°~68°W in (top) THOM_YSU_Noah, (middle) THOM_MYNN_Noah, and (bottom)
THOM_ACM2_Noah in February 2019. The black thick curves indicate averaged boundary layer height in each simulation. The x axis repre-
sents the time in UTC outside the parentheses and in LST (here, LST = UTC — 5 h in the examined region) in the parentheses. The y axis

represents the height AGL (km) in each panel.

Thus, Q, is larger and precipitation is stronger in THOM_
YSU_Noah [Figs. 7c, 9a(3),(4), 10a(3),(4)]. The convergences
of u and v winds below 4 km are weaker in THOM_MYNN_
Noah [Figs. 9b(3),(4), 10b(3),(4), 8¢c(2)]. Although there is also
high 6, in the low levels in THOM_MYNN_Noah, weaker
wind convergence leads to less warm, moist energy release,
resulting in less Q, and weaker precipitation in THOM_
MYNN_Noah [Figs. 7f, 9b(3),(4), 10b(3),(4)]. There are diver-
gences of u and v winds below 4 km over the western Amazon
basin, and 6, is generally lower in THOM_ACM?2_Noah,
leading to lesser O, and weaker precipitation [Figs. 7f, 8d(2),
9¢(3),(4), 10c(3),(4)].

To further examine the differences in PBL structures in the
three simulations, time-height sections of averaged horizontal
wind speeds (wspd), potential temperature (6), and specific
humidity (g, in the region of 10°-8°S, 70°-68°W in THOM_
YSU_Noah, THOM_MYNN_Noah, and THOM_ACM2_
Noah in February 2019 are displayed in Fig. 11. To see their
evolution more clearly, differences in v winds, which domi-
nate the horizontal winds (Figs. 8, 10), 6, and q,, between cur-
rent and previous hours are also plotted in Fig. 12 and
represented as Av, A6, and Aq,, respectively. The evolution of
0 and g, in the three simulations is similar in both daytime
and nighttime [Figs. 11b(1)-(3),c(1)—(3)], while the vertical
mixing of thermodynamics is stronger in THOM_YSU_Noah
in the daytime, with A6 of over 0.4 K beyond the boundary
layer top [Fig. 12b(1)]. The higher 6 and g, in THOM_YSU_
Noah and THOM_MYNN_Noah, where 60 and g, are, respec-
tively, more than 303 K and 17 g kg ' near the surface during
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the daytime [Figs. 12b(1)—(3),c(1)-(3)], are consistent with
the higher 6, in THOM_YSU_Noah and THOM_MYNN_
Noah compared with THOM_ACM2_Noah [Figs. 9a(1)-c(2)].
There are larger differences in wspd evolution among the
three simulations, especially in the nighttime [Figs. 11a(1)—(3)].
With the development of the boundary layer in the daytime
(06001800 LST), wspd increases and its vertical gradient
within the boundary layer in THOM_YSU_Noah (from less
than 3 m s~! near the surface to less than 4 m s~ ' at the
boundary layer top at 1600 LST) is smaller than those in
THOM_MYNN_Noah (from less than 3 m s~ ! near the sur-
face to ~4 m s~ ! at the boundary layer top at 1600 LST) and
THOM_ACM2 Noah (from less than 3 m s ! near the surface
to larger than 4 m s~ ! at the boundary layer top at 1600 LST)
[Figs. 11a(1)—(3)]. This is consistent with the larger Av (over
1 m s~ ') in THOM_YSU Noah during 0700-1100 LST
[Fig. 12a(1)], implying a stronger vertical mixing of momentum
within the boundary layer. After 1500 LST, northerly winds
start to develop below 3 km AGL in THOM_ACM?2_Noah
[Fig. 12a(3)], but it happens about 1 h later in THOM_YSU_
Noah and 2 h later in THOM_MYNN_Noah (Figs. 12a(1),(2)].
However, the development of northerly winds lasts longer
in THOM_YSU_Noah, in which Av < =02 m s ' and Av <
—04 m s ! can last to around 0300 LST and beyond 0000 LST,
respectively, while Av < —0.2 m s !in THOM_MYNN_
Noah and THOM_ACM?2_Noah does not exist after 2300 LST
[Figs. 12a(1)~(3)]. Therefore, a stronger low-level jet develops in
THOM_YSU_Noah, with a maximum wspd over 7 m s ! be-
tween 0.5 and 1.75 km AGL during the nighttime [Fig. 11a(1)],
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F1G. 12. As in Fig. 11, but for the differences in v winds, potential temperature (), and specific humidity (g,) between current hour and
previous hour, referred to as [a(1)]-{a(3)] Av, [b(1)]-[b(3)] A6, and [c(1)]-[c(3)] Aq,.

which is consistent with the stronger precipitation during
0400-0800 UTC (2300-0300 LST) in the examined region in
THOM_YSU_Noah (Fig. 7c). The different precipitation
peak time over the western Amazon basin among the three
simulations (Figs. 5c,f,h) may be associated with the different
developments of this low-level jet in the nighttime, which re-
sults from the different boundary layer mixing strength in the
three PBL schemes. Martinez et al. (2022) also indicated that
the choice of PBL scheme strongly impacts the development
of low-level jets and subsequent precipitation in their 3-month
simulations over the Colombian Andes region at a 12-km grid
spacing. Martinez et al. (2022) also revealed that the simula-
tion using the YSU scheme resulted in stronger low-level jets
compared to the simulation using the MYNN scheme. These
findings underscore the importance of selecting appropriate
PBL schemes to improve precipitation simulation and fore-
casting in complex terrain regions.

The instantaneous time tendencies of v winds, 6, and g,
due to PBL parameterization shown in Fig. 13 have similar
patterns to the difference fields in Fig. 12 in the morning
(0600-1200 LST), but different patterns appear after 1200 LST.
It suggests that the accumulative effects of PBL parameteriza-
tion start to influence the PBL processes in the afternoon. PBL
parameterizations influence momentum, heat, moisture, and
cloud fields, and there are also complex interactions among
these fields. Differences in the strength of daytime boundary
layer mixing and nighttime decay would affect the develop-
ment of nocturnal low-level jets, transport of boundary layer
moisture and momentum, low-level wind convergence, and fi-
nal precipitation. The strength and distribution of precipitation
would then have feedback to the low-level circulations, which
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then again affect precipitation. Thus, it is difficult to link the ac-
cumulative effects to the tendencies due to PBL parameteriza-
tion; in particular, the large-scale fields have been changed by
the accumulative effects of PBL parameterization (Fig. 11). To
examine the attribution of differences among the three simula-
tions using different PBL schemes, especially the low-level jets
in the nighttime, sensitivity experiments examining different
terms (e.g., the local, nonlocal mixing, and boundary layer top
entrainment terms) in the PBL schemes need to be performed.
However, this aspect is outside the scope of this paper and has
been thoroughly investigated in our subsequent publication
(Hu et al. 2023), which indicated that the free-troposphere mix-
ing in the presence of clouds appears to be the key factor in ex-
plaining the substantial difference in simulated precipitation
between THOM_YSU_Noah and THOM_ACM?2_Noah.

4. Summary

To help choose the best physics configuration of a WRF-
based regional climate model for performing dynamical
downscaling of the future climate for the Peruvian central
Andes region at a convection-permitting resolution, 12 two-
month-long simulations using the WRF Model with different
physics parameterization schemes are performed during January
and February 2019 in the austral summer. The WRF Model is
run with a 15-km grid covering all of South America, forced at
the lateral boundaries by hourly ERAS reanalysis data and a
one-way nested 3-km grid covering the Peruvian central Andes
region. The monthly and diurnal precipitation in the 3-km simu-
lations is evaluated using rain gauge data in Peru and three
higher-temporal-resolution global precipitation products, that is,
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FIG. 13. Time-height sections of averaged instantaneous tendencies due to PBL parameterization of [a(1)]-[a(3)] v wind (107> m s~ ?),
[b(1)]-[b(3)] potential temperature (10> K s 1), and [c(1)]-[c(3)] specific humidity (107> g kg™ s 1) in the region of 10°-8°S, 70°~68°W
in (top) THOM_YSU_Noah, (middle) THOM_MYNN_Noah, and (bottom) THOM_ACM?2_Noah in February 2019. The black thick
curves indicate averaged boundary layer height in each simulation. The x axis represents the time in UTC outside the parentheses and in
LST (here, LST = UTC — 5 h in the examined region) in the parentheses. The y axis represents the height AGL (km) in each panel.

IMERG, CMORPH, and MSWEP. The major results are sum- than 1 km, in the early morning (~0000-0600 LST) along

marized as follows: the east slope of the Peruvian central Andes for terrain ele-
vations around 1 km, and between ~1400 and 1900 LST
over the western Amazon basin to the east of the Peruvian
central Andes. All simulations successfully capture the pre-
cipitation peak time over the Peruvian central Andes and
also along the east slope, while large differences exist in the
precipitation peak time over the western Amazon basin,
with about a 4-8-h delay in simulations using the YSU PBL
scheme. The simulations using the ACM2 PBL scheme have
a shorter delay.

4) Different PBL schemes can lead to differences in the evo-
lution of large-scale low-level wind fields, which influences
the intensity and spatial distribution of low-level wind
convergence. 6, within the PBL is generally higher during
the daytime in simulations using the YSU and MYNN
schemes than in simulations using the ACM2 scheme,
which is consistent with the stronger precipitation in simu-
lations using the YSU and MYNN schemes. Obvious dif-
ferences exist in the development of low-level jets during
nighttime due to the accumulative effects of different

1) Through comparing the monthly precipitation of the three
global precipitation datasets and simulations to the rain
gauge data, MSWEP shows the smallest RMSE, with a
positive bias, and IMERG and CMORPH generally un-
derestimate the monthly precipitation. All 12 simulations
generally overestimate the precipitation, where the simu-
lation using the Thompson microphysics scheme, ACM2
PBL scheme, and Noah land surface model has the small-
est mean bias and RMSE, and the simulation using the
Thompson aerosol-aware scheme, YSU PBL scheme, and
Noah land surface model has the largest mean bias and
RMSE.

2) All simulations successfully capture the four precipitation
hotspots associated with the prevailing winds and terrain
features along the east slope of the Peruvian central An-
des. The simulated precipitation is the most sensitive to
the PBL scheme, followed by the microphysics scheme,
and is least sensitive to the LSM scheme. The simulated
precipitation is generally stronger in the simulations using
the YSU PBL scheme rather than the MYNN and ACM2
schemes. The simulation using the Thompson scheme,
ACM?2 PBL scheme, and Noah land surface model is the
closest to the precipitation of IMERG and MSWEP.

3) Based on IMERG and CMORPH, the diurnal precipitation These results provide guidance on the optimal configura-
peak time is mainly in the afternoon (~1400-1900 LST) tion of regional climate models for future climate dynamical
over the Peruvian central Andes for terrain elevations higher ~ downscaling for the Peruvian central Andes region. Based on

PBL schemes. The stronger and longer-lasting low-level
jets in simulations using the YSU scheme are consistent
with the delayed precipitation peak time over the western
Amazon basin.
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the testing results, the YSU PBL scheme produces the highest
bias in simulated precipitation as well as the longest delay in
diurnal precipitation peak time. The ACM2 PBL scheme ap-
pears to be the preferred choice, while the MYNN PBL
scheme also performs reasonably well. However, simulations
over longer periods and spanning multiple years should be
performed to make sure that such relative performances carry
on to regional climate simulation application. We are cur-
rently running two configurations using the Thompson micro-
physics and Noah LSM schemes combined with the ACM2
and MYNN PBL schemes, respectively, and the results will be
reported in the future. The configuration with better perfor-
mance will be used for future convection-permitting regional
climate simulations for the Peruvian central Andes region.
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